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A B S T R A C T

A new sampling method for down coarse woody debris is proposed based on limiting the perpendicular distance from individual pieces to a randomly chosen sample point. Two approaches are presented that allow different protocols to be used to determine field measurements; estimators for each protocol are also developed. Both protocols are compared via simulation against existing sampling methods that are closely related in terms of theory and field implementation. The new method performed well in comparison to both fixed-area plot and perpendicular distance sampling, and may provide some simplifications in operational field use.

1. Introduction

Down coarse woody debris (CWD) plays a number of roles in forest ecosystems. For example, the abundance of CWD is associated with the abundance and diversity of fungi (Pouska et al., 2010) and vertebrates (Bowman et al., 2000; Bunnell and Houde, 2010), and the survival rate of tree seedlings (Harmon and Franklin, 1989). Coarse woody debris is a contributing fuel for stand-regenerating wildfires (van Wagner, 1968), and a dynamic component of an ecosystem’s net carbon exchange with the atmosphere. For these and other reasons, sampling strategies for coarse woody debris are employed for a variety of purposes ranging from narrowly focused scientific inquiries to monitoring national forest carbon stocks (Valentine et al., 2008), though one must subsample logs to obtain the carbon to volume ratio. Another closely related method, line intersect distance sampling, combines the strengths of PDS for volume estimation, with the transect protocol of LIS (Affleck, 2008).

Perpendicular distance sampling is so-named because a log is selected into a sample if (i) a line from a sample point intersects the central axis (often termed the ‘needle’) of a log at a right angle, and (ii) the length of this line is less than some limiting distance, which changes along the log length in a manner that is based on the design attribute (e.g., volume). Design-unbiased protocols for PDS for volume estimation, with the transect protocol of LIS (Affleck, 2008) have also been developed for attributes other than volume (e.g., coverage area), and Ducey et al. (2008) have shown how the method can be extended to estimate other attributes. These PDS protocols and others have recently been reviewed and compared by Gove et al. (in press). In this paper, we introduce a strategy for sampling CWD, called distance limited sampling (DLS), which also uses a selection protocol based on a fixed perpendicular...
distance—but one that does not vary with log shape as in PDS. The strategy is easy to understand, convenient to apply in the field, and efficient in terms of time and precision.

Distance limited sampling involves sampling with probability proportional to log length, so the aggregate length of logs on the landscape is estimated from the count of logs in the sample. Design-unbiased estimation of other attributes, for example aggregate coverage area or volume, respectively, from either (i) measurement of log coverage area or volume and Horvitz–Thompson estimation, or (ii) measurement of log diameter or cross-sectional area and estimation by Monte Carlo integration. In what follows, we make the distinction between how a log is selected into the sample (the sampling protocol) and how measurements are taken on a log, which in turn determines the estimator to be employed in the expansion of the measurements for the final estimate (the measurement protocol). A log is selected in the same way independent of how the measurements are subsequently taken under this new scheme. But the way the measurements are taken once the log has been included, determines (or is determined by) the estimator used for sample expansion. In the following sections, we describe the protocols and estimation procedures for DLS by) the estimator used for sample expansion. In the following sections, we describe the protocols and estimation procedures for DLS by Monte Carlo integration. Finally, a set of Monte Carlo experiments are conducted to provide a comparative example of the sample size requirements for nominal 95% normal theory confidence interval coverage.

2. Methods

In general, an areal sampling method may be defined through a clear exposition of the probabilistic component of the field sampling selection protocol. This protocol determines the constraints under which a log is sampled through the definition of an object’s inclusion zone—that area within which a random point can fall, selecting the object into the sample tally on a given point. This simple formula applies to all areal sampling methods whether they involve lines, fixed-area plots, or variable sized plots. For example, the inclusion zone for an object under line intersect sampling has a well-defined area determined by the line orientation and length, and the shape of the particle being sampled; while the sample point is normally associated with the center point of the line. Similarly, several protocols associated with fixed-area plot methods for down CWD have recently been described by Gove and Van Deusen (2011).

In the following, we assume that the logs lie on a tract $A$ with area $|A|$. Furthermore, no restrictions are made with respect to the spatial distribution of the logs in $A$. Other components of the field protocol, such as the establishment of what constitutes a log in terms of size constraints and structural integrity are part of the design of individual surveys, and are based on the survey objectives; these are not required here for the probabilistic development of the inclusion zone and associated estimators.

2.1. The sampling protocol

The development of the inclusion zone requires the establishment of a log’s ‘needle’ for reference. For intact straight logs, the needle would correspond to the pith along the main axis. For logs that are branched, an imaginary needle can be establish extending from the base to the portion of the most distal branch that still meets the definition of CWD under the survey protocol (Williams et al., 2005). Selection from a given sample point is based on the idea that a log is sampled when the sample point falls perpendicular to the log’s needle. The perpendicular distance within which a sample point qualifies on either side of the log is limited, and is denoted $D_l$. This very simple concept produces a rectangular region with two sides tangent to the log ends, and the other two sides parallel to the log needle as shown in Fig. 1. The area of the zone is $a_l = 2D_l L_i$, where $L_i$ is the length of the $i$th log. The inclusion probability for a random point sampling the $i$th log follows simply as

$$p_i = \frac{a_l}{|A|} = \frac{2D_l L_i}{|A|} \quad (1)$$

It is clear then that both the inclusion area and the inclusion probability differs for each log due to differing log lengths. Thus, the new method is a variable probability method where logs are sampled with probability proportional to their lengths. Fig. 1 also depicts a sample point and perpendicular intersecting the log’s needle demonstrating the sample selection concept: since the sample point falls a distance less than $D_l$ from the needle, the log is selected on that point.

2.2. Estimation

The general estimator for variable probability sampling is the Horvitz–Thompson (HT) estimator (Gregoire and Valentine, 2008, p. 215; Thompson, 1992, p. 49). Assume that we want to estimate some attribute $y$ on the population of down logs. Then the HT estimator for the $j$th sample point is

$$\hat{Y}_j = \sum_{i=1}^{n_j} \frac{y_j}{p_i} \quad (2)$$

where $n_j$ is the number of logs sampled on the $j$th point. Moreover, if $m$ points are sampled within $A$, then the mean is given as

---

Fig. 1. The inclusion zone for a log with length $L_i$ based on a distance limit of $D_l$ is depicted. The length $l_i$ determined by a random sample point intersecting perpendicular (short dash) with the log’s ‘needle’ (long dash) is also shown.
\[
\bar{Y} = \frac{1}{m} \sum_{j=1}^{m} \bar{Y}_j
\]  

with associated unbiased variance estimator

\[
\text{Var}(\bar{Y}) = \frac{1}{m(m-1)} \sum_{j=1}^{m} (\bar{Y}_j - \bar{Y})^2
\]

With respect to our distance limited variable length plot method, substituting (1) the estimator (2) becomes

\[
\bar{Y}_j = \frac{|A|}{2D_L} \sum_{i=1}^{n_j} y_i / l_i
\]

or, for \( m \) sample points using (3)

\[
\hat{Y} = \frac{|A|}{2D_L m} \sum_{j=1}^{m} \sum_{i=1}^{n_j} y_i / l_i
\]

If the attribute of interest is log length, then \( y_i = L_i \) in the above, and a simple count of the logs selected on the sample point will provide an estimate of aggregate length. Other attributes require measurements. For example, volume models such as Smalian’s formula (Fraver et al., 2007) can be used to estimate log volume, and in general require measurement of not only log length, but in the case of Smalian’s, both end diameters as well. However, if volume from Smalian’s is used for \( y_i \), in (5), then length again cancels and only the diameter measurements are required. Log density per unit area (\( y_i = 1 \)) requires measurement of log length for each log. Woody biomass can be estimated from the log volume and an estimate of the bulk density, \( \rho \), for the log, either based on an overall species factor or from subsampling (Valentine et al., 2008), and should ideally reflect decay status. Carbon content can similarly be estimated from biomass using a standard conversion of approximately one half, but which may differ by species. Attributes like surface area and coverage area are more problematic and would likely involve a taper model for estimation. The sampling and associated measurement protocols outlined thus far will be referred to as simple distance limited sampling (DLS).

2.2.1. Crude Monte Carlo

In the last section we presented the basic DLS estimator and showed how several quantities, \( y_i \), could be estimated using a protocol that is familiar from other methods. In particular, log volume can be estimated using a model. An alternative protocol to this approach can be developed by considering a subsample within each log for the estimation of volume and other attributes. The subsampling procedure is based on the crude Monte Carlo (CMC) method (Rubenstein and Kroese, 2008, p. 27), which was formalized for forest sampling problems by Valentine et al. (2001). The motivation for using CMC lies in the estimation of integral quantities. For example, suppose we wish to estimate the integral

\[
\theta = \int_{a}^{b} g(x) \, dx
\]

for some arbitrary function \( g(x) \). In CMC, this integral can be estimated using Monte Carlo simulation. Recall that if the random variable \( X \sim f(x) \), then we can write the expectation

\[
E[g(X)] = \int_{-\infty}^{\infty} g(x)f(x) \, dx
\]

Now let \( f(x) \) be a uniform distribution on \([a,b]\) such that \( X \sim U(a,b) \). Then under the uniform assumption, the integral (6) can be expressed as

\[
\theta = \int_{a}^{b} g(x) \, dx = (b-a) \int_{a}^{b} g(x) \frac{1}{b-a} \, dx
\]

where \( f(x) = 1/(b-a) \) is the uniform PDF for \( X \sim U(a,b) \). The penultimate step in Eq. (8) is in the form of Eq. (7), which yields the final result. The crude Monte Carlo estimator for \( \theta \) under the uniform assumption is, by (8)

\[
\hat{\theta} = \frac{(b-a)}{m} \int_{1}^{m} g(y_i) \, dy
\]

where \( m \) uniform deviates are drawn. This estimator is unbiased and converges to the true \( \theta \) with probability one by the Strong Law of Large Numbers (Suess and Trumbo, 2010, p. 67). This result can also be arrived at through application of the mean value theorem for integrals (Valentine et al., 2001).

The alternative approach to the direct estimation of log attributes is to consider each an integral quantity in the form (6) to be estimated. For example, log volume can be estimated using (6) where \( g(l) \) is cross sectional area, and the limits of integration are from \( 0 \leq l \leq l_i \). Table 1 presents several other integral quantities that may easily be verified. A key observation is that the perpendicular intersection with the ith log’s needle from the jth random sample point, determines a random length \( l_j \) within the log as illustrated in Fig. 1. Because the sample point is randomly located, the random length \( l_j \) so determined is uniformly distributed. Thus, we may write (8) as

\[
\theta_i = \int_{0}^{l_i} g(l) \, dl = L_i \, E[g(L)]
\]

which by (9) is estimated as

\[
\hat{\theta}_i = \frac{1}{m} \sum_{j=1}^{m} g(l_j)
\]

Letting \( y \equiv \theta \) and combining this result with (1) and (2) it is straightforward to show that a design-unbiased estimator for each of the attributes in Table 1 under this distance limited Monte Carlo sampling (DLMCS) protocol is given as

\[
\hat{Y} = \frac{|A|}{2D_L m} \sum_{i=1}^{m} \sum_{j=1}^{n_j} g(l_j)
\]

Note in this estimator that selection of the jth log on more than one sample point establishing different random lengths \( l_j \) is allowed for. In addition, note that the determination of log length is unnecessary for any integral quantities other than density (Table 1).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>( g(l) )</th>
<th>Integral</th>
<th>Integrand and Constant description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>( \frac{1}{L} )</td>
<td>( \frac{1}{L} )</td>
<td>( \int_{0}^{L} ; dl = 1 )</td>
</tr>
<tr>
<td>Length</td>
<td>1</td>
<td>( L )</td>
<td>( \int_{0}^{L} ; dl = L )</td>
</tr>
<tr>
<td>Surface area*</td>
<td>( c(l) )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} ) ( \int_{0}^{c(l)} ; dl = a )</td>
</tr>
<tr>
<td>Coverage area</td>
<td>( d(l) )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} ) ( \int_{0}^{d(l)} ; dl = a )</td>
</tr>
<tr>
<td>Volume</td>
<td>( x(l) )</td>
<td>( \frac{1}{2} ) ( \frac{1}{2} )</td>
<td>( \frac{1}{2} ) ( \frac{1}{2} ) ( \int_{0}^{x(l)} ; dl = a )</td>
</tr>
<tr>
<td>Biomass</td>
<td>( \rho x(l) )</td>
<td>( \frac{1}{2} ) ( \frac{1}{2} )</td>
<td>( \frac{1}{2} ) ( \frac{1}{2} ) ( \int_{0}^{x(l)} ; dl = a )</td>
</tr>
<tr>
<td>Carbon</td>
<td>( \psi \rho x(l) )</td>
<td>( \frac{1}{2} ) ( \frac{1}{2} )</td>
<td>( \frac{1}{2} ) ( \frac{1}{2} ) ( \int_{0}^{x(l)} ; dl = a )</td>
</tr>
</tbody>
</table>

* This integral is approximate, but very close—compare with Table 2.
2.3. Simulation methods

The unbiasedness of the estimators for the two protocols proposed for this new distance limited method is easy to show. However, the properties of the estimators are still unknown with regard to variability, and this will be addressed through simulations. Specifically, we employ a method formalized by Williams (2001a) and Williams (2001b) called sampling surface simulation. This method divides the tract A into square grid cells of predetermined resolution. The center of each grid cell is taken as a sample point. The tract area is populated with a collection of logs whose inclusion zones are known, and therefore can be easily mapped. The sampling surface itself is then developed separately for any given attribute and sampling method or protocol (e.g., DLS or DLMCS) as follows. The grid of cells comprise all possible sample points, over the tract at the grid resolution used. At each grid cell center a "sample" is taken such that any logs whose inclusion zone contains the grid cell center are included in the sample for that point. Next, the estimator under consideration is applied to the \( n \) logs in the sample at the jth point yielding the estimate \( \hat{Y}_j \) for that cell. In this way, a variable sampling surface is built up for the tract, where cells that have \( n_j > 1 \) logs (due to \( n_j \) overlapping inclusion zones) get values that are the sum of the expanded attribute for the \( n_j \) logs at that point. All background cells with no overlapping inclusion zones are assigned a zero value.

The sampling surface concept is technically simple and has several added benefits over other methods, such as simply saturating the tract \( A \) with random points in a pure Monte Carlo experiment. For example, the sampling surface method allows for visual representation and comparison of different methods for a given attribute: this is important because surface roughness is directly related to estimator variance. Protocols or methods that have larger inclusion zones allow the attribute density to be spread over a larger area, decreasing the variance. And methods that have flat attribute surfaces within inclusion zones generally will have less variance than those methods whose surface varies within the individual zones (this is true for individual logs, but for a population of logs the overall result will depend on the juxtapositions of the logs). Again this allows one to obtain a visual assessment of the effect that different inclusion zone shapes and sizes make in regard to estimator variance for the methods being compared. Finally, while the approach sounds computationally intensive, it can be implemented in a very efficient manner by overlaying individual cells that have \( n_j > 2 \) logs (due to \( n_j \) overlapping inclusion zones) onto the tract and "heaping" the surface by simple summation of the raster cells. In this way, background cells with no inclusion zones are never visited. This approach has been implemented for the sampling methods and attributes discussed here, as well as several others, in the "sampSurf" package (Gove, in press) for the R statistical language (R Development Core Team, 2012).

Finally, once a sampling surface has been created by the methods described above, statistics can be calculated on the surface. In particular, for an unbiased estimator, the surface mean will approximately equal the true attribute total for the logs in the population. In addition, as mentioned above, the variance of the surface can be calculated by

\[
\text{Var}(\hat{Y}) = \frac{1}{(m-1)} \sum_{j=1}^{m} (\hat{Y}_j - \hat{Y})^2
\]

where the summation over all \( m \) points equates to summation over all \( m \) cells in the rectangular grid. Likewise an estimate of the surface standard deviation is simply \( \text{SD}(\hat{Y}) = \sqrt{\text{Var}(\hat{Y})} \). Note in particular that this is not the variance of the mean estimator given in (4).

In all cases the statistics will be close but not exact, as with any simulation method. This is because every possible sample point has not been enumerated (there are infinitely many), only every possible point at the given grid cell resolution. So while small percentage "bias" figures will be reported in the results, this will go to zero as the grid cell resolution increases (smaller cells), and does not equate with a biased estimator. Likewise the estimate of the variance will approach the true variance of the estimator for the population under consideration as \( m \to \infty \). In past simulation studies, grid cell resolutions on the order of one quarter to one half meter have proven quite reasonable (Williams and Gove, 2003; Gove et al., 2005; Ståhl et al., 2010; Gove and Van Deusen, 2011), therefore we employ half-meter resolution here.

The log population for the simulations was constructed from a simple taper equation (Van Deusen, 1990) given in Table 2. This table also presents closed-form solutions to the corresponding volume, and coverage area equations, while surface area must be numerically integrated. The taper equation can take on a variety of geometric forms from neiloid \((0 < r < 2)\), through conical \((r = 2)\), to parabolic \((r > 2)\). A population of \( N = 50 \) logs was generated and this same population was used in each simulation to compare the methods. Random uniform values for each quantity were drawn from the following ranges: \( D_b \in [8,40] \), \( D_c \in [0,0.9] \times D_b \), \( L \in [1,10] \) and \( r \in [1,10] \) (refer to Table 2 for definitions). Each log was randomly placed within a tract of \([A] = 1 \text{ ha}\), which was minimally buffered such that all inclusion zones fit within the tract, insuring that no edge-effect bias was introduced. Finally, each log was given a random orientation angle \( \phi_l \in [0,2\pi] \), \( i = 1, \ldots, N \).

### Table 2

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log Taper (m)</td>
<td>( d(l) = D_b + (D_b - D_c)(\frac{L}{L})^r )</td>
</tr>
<tr>
<td>Volume (m³)</td>
<td>( v(l) = \frac{1}{2} \left[ D_b^2 + L(D_b - D_c) \right] \left( 1 - \left( 1 - \frac{L}{L} \right)^2 \right) + 2L(D_b - D_c) \left( 1 - \left( 1 - \frac{L}{L} \right)^2 \right) )</td>
</tr>
<tr>
<td>Surface Area (m²)</td>
<td>( S = \pi \int_0^L d(l) \sqrt{1 + \left( \frac{d'(l)}{d(l)} \right)^2} dl )</td>
</tr>
<tr>
<td>Coverage Area (m²)</td>
<td>( S(l) = \frac{1}{2} \left[ \left( r + 2D_bL \right) - \left( 1 - \frac{1}{L} \right)(D_b - D_c)L \right] \left( 1 - \left( 1 - \frac{L}{L} \right)^2 \right) )</td>
</tr>
</tbody>
</table>

Where \( D_b \) and \( D_c \) are the large- and small-end log diameters and \( 0 \leq l \leq L \) is some intermediate length; \( d(l) \) is the derivative term for the surface area integral—all diameters are in the same units as length.
protocols as described above for DLS, and is a probability proportional to length method, so the surfaces within the inclusion zones are constant for all attributes. It adds a half circular plot to each end of the inclusion zone in Fig. 1 making an overall inclusion area \( a_i = 2R L_i + \pi R^2 \), where \( R \) is the plot radius and is directly equivalent to the distance limit \( D_l \). To establish a reasonably equivalent sampling effort to that of DLS for a given distance limit, determine the mean log length (\( L_i \)) in the population and solve the quadratic \( a_i = 2R L_i + \pi R^2 \) for the plot radius where \( a_i \) is the DLS inclusion zone area associated with \( L_i \).

Perpendicular distance sampling (PDS) (Williams and Gove, 2003) will be used as a comparative technique for DLMCS. PDS selects logs with probability proportional to volume, surface area or coverage area depending on the protocol, yielding a design-unbiased estimate for the protocol attribute. Application is limited here to the volume protocol, under which a count of the number of selected logs per point yields an estimate of volume; other attributes can be estimated via a Monte Carlo extension described by Ducey et al. (2008). The inclusion zone for the volume protocol is an inflated version of log taper in terms of cross-sectional area. The taper factor is known as the \( K_{\text{pds}} \) factor and has units m\(^{-1}\). Logs are sampled if the perpendicular distance from the sample point to the log is less than \( x K_{\text{pds}} \), where \( x \) is the cross-sectional area at the perpendicular to the sample point. To find a reasonably equitable \( K_{\text{pds}} \) factor, determine the average midpoint diameter for the log population (\( D_{\text{mid}} \)) and set \( K_{\text{pds}} = \frac{40}{m_{\text{mid}}} \). Just how close the resulting sampling effort is to \( D_l \) with this approximation will depend on the taper variability in the simulated log population and may require small iterative adjustment to get a roughly equivalent number of sample points.

Fig. 2 presents the synthetic log population used in the simulations, along with the inclusion zones for each of the methods discussed above. Recall that only the measurement protocol is different between DLS and DLMCS, they both share the same inclusion zone. In addition, the sausage inclusion zones are narrower to account for the extra area at the ends, while the PDS inclusion zone width will be roughly \( D_l \) at the midpoint of the average log. This figure shows the difficulty in establishing an equitable \( K_{\text{pds}} \) factor because inclusion zone shape under PDS is an inflated version of cross-sectional taper, which varies for each log depending upon the shape parameter \( r \) in the taper equation (Table 2); therefore, it is difficult in general to define and 'average' log shape. The inclusion zones for the sausage method, on the other hand, are readily comparable to that of the distance limited methods.

2.3.2. Sampling distributions and confidence interval estimation

The sampling distribution of the estimators will play a role in determining whether normal theory confidence intervals are appropriate for samples of various sizes recorded in the field. For example, Affleck (2008) questioned whether normal theory or even bootstrap confidence intervals would be appropriate for inferences on the sample mean in moderate sample sizes drawn from simulation results under LIDS, PDS and LIS due to the skewness in the sampling distributions. For normal theory inference to apply, the distribution of sample means drawn from repeated samples of the population sampling distribution for each method must approach a Gaussian distribution by the Central Limit Theorem (Barrett and Nutt, 1979, p. 38). Barrett and Goldsmith (1976) showed that normal theory intervals were applicable for moderately small sample sizes, even in populations with bimodal or negative exponential sampling distributions.

The sampling distribution for a given sampling surface realization by attribute and sampling method is comprised of all possible sample (grid cell) values. A combination of factors actually influences the shape of the sampling distribution, which will differ for each attribute of interest and each sampling method or protocol. First, the methods are all based on PPS sampling theory, and thus are optimized for different attributes: DLS, DLMCS, and sausage for length, and PDS for volume. Second, the measurements taken on the log to estimate a given attribute, especially with DLMCS and PDS, may be quite variable. This last point is related to the form of the estimator itself—compare for example (5) and (11)—and the estimators under PDS for multiple attributes are more irregular then that for DLMCS. The cumulative effect of these factors produces sampling distributions that can vary from quite well behaved to severely multimodal, or negative exponential in shape. As a consequence, the number of samples required for confidence interval estimation will also vary depending on the sampling method and attribute to be estimated.

The goal in this line of investigation is to illustrate these concepts for the simulated population of logs described above, by drawing a simple set of repeated Monte Carlo samples from each sampling surface distribution to determine the normal theory confidence interval coverage rates. The results will be applicable to the population at hand and could be used to establish some general guidelines for determining how large a sample may be required in populations with similar sampling distributions.

3. Results

3.1. Efficiency comparisons with other methods

The results of the simulations for the population of 50 logs are shown in Table 3. Attributes such as surface area, biomass and carbon content are not presented as they are closely related transforms of the variables shown. The first and most important point to notice is that all methods, including the newly proposed DLS and DLMCS are unbiased. These results substantiate our earlier claims concerning the method; the small positive or negative percent bias shown is purely an artifact of sampling, not of the methods themselves as mentioned previously. Approximately \( m_s = 4900 \) sample points out of \( m = 40,000 \) total cells (roughly 12%) contained samples where logs were recorded because their
Inclusion zones with a maximum of 417 m³ (Table 3). Sampling surface realization under DLS for volume estimation using the same population of logs as is shown in Fig. 2. The surface is constant within individual log Fig. 3.

Among the two variable surface methods, DLMCS and PDS, the rankings are more clear cut for all attributes except coverage area, where they both perform equally well. PDS is optimized for volume, and has a flat sampling surface within individual log inclusion zones for this attribute; thus, it is not surprising that it performs best out of all methods tested for this attribute. This will also be true of biomass and carbon estimates. However, the PDS estimates for length and density are not competitive with the other estimators variance-wise. This has to do with the form of the estimator itself. The estimator for both attributes contains a \( x(l_i)^{-1} \) term (see Ducey et al., 2008 for full details); therefore, any log that tapers to a small diameter (or to the tip) will have very small cross-sectional area, causing the estimator to inflate in this area of the stem. In addition, the estimator for log density also includes a \( L_i^{-1} \) term, which can be quite variable, but whose magnitude helps assuage the problem. The direct result of this can be seen in the maximum surface values given in Table 3 for PDS. The DLMCS estimator (11) does not suffer from inflation issues due to denominators trending to zero, and is thus a more well-behaved estimator in general for these two quantities.

The maximum height of the sampling surface is closely correlated with the estimator variability \((SD(Y))\); though the comparison is not one-to-one, because the juxtaposition of the logs literally determines how the inclusion zone attribute densities are heaped through summation within overlapping inclusion zones for any synthetic log population. However, it is quite evident that the large variance for length and density under PDS is directly related to the substantially larger peaks in surface height under this method. The results in Table 3 only tell a summary of the full story with regard to differences in the estimators. A more thorough understanding of the various subtleties described above can be seen by examining the resulting sampling surfaces themselves. Because each attribute and method combination results in a different surface, we regard only a subset in what follows.

Figs. 3 and 4 show the resulting sampling surfaces for volume estimation under DLS and DLMCS, respectively. The effect of the estimators is clearly shown in contrasting these two surfaces. First, under DLS, it is clear from the form of the estimator in (5) that \( y_i \) is constant for the entire log, for each attribute, and regardless of where the point falls within the inclusion zone. This, therefore, produces the constant surface within individual zones shown. In contrast, the form of the estimator in (11) for DLMCS provides for differing values of \( g(l_i) \) depending on where the jth sample point lands within the inclusion zone. This produces the variable surface for all quantities but length and density in Table 1. The extent to which the surface slopes is determined by the cross-sectional taper of the log for volume estimation, which can be roughly deduced by the shape of the PDS inclusion zones in Fig. 2, since they are proportional to cross-sectional area. Logs that have little taper in cross-section, will have only gradual slope to the surface, while those that taper more dramatically, have steeper slope. The surface for the sausage method is very similar to that in

<table>
<thead>
<tr>
<th>Attribute/protocol</th>
<th>Population total</th>
<th>Sampling surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (m³)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLS</td>
<td>13.51</td>
<td>13.50</td>
</tr>
<tr>
<td>Sausage</td>
<td>13.51</td>
<td>13.54</td>
</tr>
<tr>
<td>DLMCS</td>
<td>13.51</td>
<td>13.51</td>
</tr>
<tr>
<td>PDS</td>
<td>13.51</td>
<td>13.47</td>
</tr>
<tr>
<td>Length (m)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLS</td>
<td>264.04</td>
<td>264.85</td>
</tr>
<tr>
<td>Sausage</td>
<td>264.04</td>
<td>264.42</td>
</tr>
<tr>
<td>DLMCS</td>
<td>264.04</td>
<td>264.85</td>
</tr>
<tr>
<td>PDS</td>
<td>264.04</td>
<td>265.16</td>
</tr>
<tr>
<td>Density</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLS</td>
<td>50</td>
<td>50.12</td>
</tr>
<tr>
<td>Sausage</td>
<td>50</td>
<td>50.14</td>
</tr>
<tr>
<td>DLMCS</td>
<td>50</td>
<td>50.12</td>
</tr>
<tr>
<td>PDS</td>
<td>50</td>
<td>50.13</td>
</tr>
<tr>
<td>Coverage area (m²)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLS</td>
<td>60.50</td>
<td>60.55</td>
</tr>
<tr>
<td>Sausage</td>
<td>60.50</td>
<td>60.63</td>
</tr>
<tr>
<td>DLMCS</td>
<td>60.50</td>
<td>60.56</td>
</tr>
<tr>
<td>PDS</td>
<td>60.50</td>
<td>60.41</td>
</tr>
</tbody>
</table>

*Values for \( m_n \), the number of sampled grid cell centers, are the same for each attribute.*
Fig. 3, except the individual zones will be slightly narrower and possess rounded ends. The PDS sampling surface for volume is flat within zones, and has the shape shown for individual logs in Fig. 2. It should be clear that the way the individual zones ‘heap’ to form the overall surface will be different under each method. Finally, other attributes will also show different results even within methods; for example, PDS for length will be variable, while DLMCS for length will be constant and exactly the same as DLS (Table 1).

3.2. Sampling distributions and confidence interval estimation

As stated previously, the results in this section seek to determine some broad guidelines on how large of a sample is required for nominal 95 percent confidence interval coverage on a population of logs with sampling distributions similar to those described here. The sampling distributions were zero-truncated for the experiment, because while zero is a valid value for a sample point, the number of zero cells is a direct consequence of the tract size and resolution, distance limits, etc., which would make the result conditional on those factors. For example, the sampling distributions for volume are shown in Fig. 5. Note that the distributions vary by method from discretely multimodal (PDS) to mildly exponential.

The results of the confidence interval experiments are presented in Table 4. These results will vary not only with the log population used, but also simply with drawing another set of intervals from the same population in a different Monte Carlo run. Therefore, we consider intervals with approximately 94% coverage to be nominally adequate at the $\alpha = 0.05$ confidence level. The results for volume then suggest that the two distance limited methods would require in the range of 20–30 sample points for interval estimation. Sausage sampling would require perhaps 10–20 more. Interestingly, however, PDS appears to require more than $m = 250$ samples even though it is optimized for volume. The reason is because each log counts for a fixed amount of volume at each sample point, in this case with $K_{pds} = 50$, this translates to 100 m$^3$ ha$^{-1}$. 

Fig. 4. Sampling surface realization under DLMCS for volume estimation using the same population of logs as is shown in Fig. 2. The surface is variable within individual log inclusion zones with a maximum of 429 m$^3$ (Table 3).

Fig. 5. The zero-truncated sampling distributions of volume for each sampling method based on the sampling surface results in Table 3.
Therefore, for every inclusion zone that overlaps a grid point in the sampling surface, the surface will heap in multiples of 100, generating the trimodal sampling distribution shown in Fig. 5. In addition, the average confidence interval width for PDS was on the order of one-third the width of the other methods for all sample sizes. This all results in the slow convergence to the nominal coverage level seen in the distribution of sample means from this particular log population.

Results for the other attributes are equally interesting and varied. The results for length may require in excess of 100 sample points for nominal coverage rates. Again, we see that for the distance limited methods a constant amount is accrued for each log at a given point (grid cell), yielding a multimodal sampling distribution, smaller confidence interval widths on average, and hence requiring a larger number of samples. And this is a direct consequence of the method being optimized for length. The sausage method is slightly better because even though it is a probability proportional to length method, the surface accrual is not in constant steps, as can be seen by the inclusion area, a_m when combined with the general HT estimator (2) (Gove and Van Deusen, 2011). The distribution for PDS is negatively variable with a long tail of large values as discussed above, contributing to its poor performance. The results for density are similar to those for length, except that the sampling distributions for the two distance limited methods are strongly exponential in this case. Finally, the sampling distributions for coverage area are quite well behaved for the length-based methods, requiring only 10 < m < 20 sample points for interval estimation. PDS again has a moderate exponential distribution and would require a sizable sampling effort. However, an alternative is to use PDS optimized for coverage area (Ducey et al., 2008), which may produce better results.

4. Discussion

This paper has introduced a new sampling method based on the concept of limiting the distance from an object within which it can be sampled by a random point. This limiting distance concept itself is not new; for example, fixed-area plot protocols do the same thing (Gove and Van Deusen, 2011), and as has been shown, the new sampling protocol is closely related to the sausage sampling protocol for fixed area plots. Both are probability proportional to length methods and both use a fixed distance limit, resulting in an inclusion zone whose area is proportional to log length, leading to different sized zones for each log. Both methods also share a simple measurement protocol based on HT estimation. However, two points differentiate the new distance limited protocol from the sausage protocol. First, there is the obvious difference in the shape of the inclusion zones due to the ability to sample the log from the ends as well as the sides in the sausage protocol (Fig. 2). In the distance limited methods one must be perpendicular to the log 'needle' to even consider whether the log might be a candidate for sampling. The restriction on the distance limited method may seem overly constraining at first glance; however, the original motivation for the method derived from the DLMCS estimator protocol that enables the design-unbiased estimation of all attributes, and this is where the restriction becomes necessary. This latter point forms the second difference, as none of the fixed-area protocols has a Monte Carlo variant.

The field measurement protocols were shown to differ very little in the simulation experiments reported on the estimators. However, there are some subtleties that may make more of a difference in the choice of the two protocols than simply how they are implemented in the field. We have seen (Table 1) that for some attributes such as length and density, the estimators for DLS and DLMCS will be the same. However, for other attributes such as coverage area, volume, or related quantities, there is a difference in the two measurement protocol estimators. For example, under DLS volume would normally be estimated using a model like Smalian's formula. This is in contrast with the estimate of volume under DLMCS, which derives from taking a random cross-sectional measurement on a perpendicular from the sample point to the log's needle. As pointed out by Affleck (2008), the former impacts an unknowable model bias, while the latter can produce a more variable estimate, depending on the taper distribution in the log population. In the case of a population of logs that taper dramatically this could impart a high degree of variability in the estimate. However, in the results of the simulations conducted here, using a variety of taper models, the difference between the two protocols in terms of average confidence interval width was negligible for all attributes and all six sample sizes considered in Table 4. This is also supported by the overall sampling surface results in Table 3, where the variability between the two protocols were quite comparable. Therefore, the concern for extra variability in the Monte Carlo protocol under DLS appears unwarranted. But keep in mind that this is a limited study, and field results could be more in line with the above observations, especially when considering log decay and deflation as components of measurement error in either protocol.

In field applications a number of issues can hamper the proper measurement of diameters and cross-sectional areas on down logs, including curved or branched pieces, and decay induced deflation. The former has been addressed in detail by Williams et al. (2005) and Valentine et al. (2001). The field protocols these authors described are appropriate for minimizing measurement error under both distance limited sampling protocols. Unfortunately, the measurement of pieces where deflation has changed the shape of the log itself can be more problematic. This affects all methods for sampling down material, not just those described here, and at present there is no recommended general approach available to the problem beyond ad hoc corrections based on decay classes. However, because the CMC approach does not depend on a solid geometric model in the case of volume estimation, it may accrue less overall error because of the reliance on only diameter-based measurements. Note that if the estimation of carbon content or biomass is desired, then the Monte Carlo sampling point f, along
the log can be used to extract a woody sample for an estimate of bulk density, for example (Valentine et al., 2001).

Only one distance limit was investigated in detail here, therefore it is reasonable to inquire how the results for the two distance limited protocols will change as Dl increases. Obviously an increase in Dl will increase the inclusion zone area for each log. As a result, there will be more overlap between the areas, and more logs sampled at each grid cell (sample point). As a rule, as each inclusion zone area increases, the attribute density will be spread out over a larger area. However, the height of the surface within any given inclusion zone depends on $z = \frac{Dl}{2}$ which is a fixed amount for given Dl. Therefore, as Dl increases, z decreases and so the height will decrease for both DLS and DLMCS sampling protocols. This results in a decrease in surface variability for any attribute (Table 5). In general then, it may seem like the larger Dl is the better. But it is well-known under search based techniques such as PDS, that the larger the $K_{pds}$ factor (and hence the larger the inclusion zone), the more searching is necessary to determine candidate logs, and the higher the probability of missing pieces in the survey. Therefore, there is always an optimal search distance that will minimize possible non-detection bias, while also reducing the variance of the estimate. The best way to determine this in practice is with a small reconnaissance inventory as these factors depend on the population under consideration. Finally, the results in Table 5 show that the two sampling protocols, DLS and DLMCS are consistently comparable in terms of variability of the estimators for any given distance limit tested.

Restricting Dl to a distance that is manageable considering the conditions of the tract to be inventoried in terms of visibility is a strong point for the method. Of the methods compared here, fixed area plots (i.e., the sausage method) allows this same capability as previously mentioned. However, in general there is no design-unbiased estimator for all the usual attributes of interest under fixed-area plot sampling. In contrast, the DLMCS protocol provides the estimator (11), which is design-unbiased for all attributes in Table 1. Similarly, PDS and its extensions (Ducey et al., 2008) also provide design-unbiased estimators. However, because the inclusion zone under PDS depends on a function of diameter, it can be difficult to control the width of the zones such that the search distance does not get too large, unless one has some idea of the maximum log diameter on the tract. Recently, a new PDS variant has been presented along with two estimators, one of which (DLMCS) offers no new field-related problems over PDS, which has been thoroughly field-tested; and the DLS protocol is familiar to all

As discussed in the opening, there are many methods now available for sampling down coarse woody debris. Many comparisons among these methods have been made in the literature, using LIS as a standard. LIS was not used here as a standard for two reasons. First, it has been shown by Williams and Gove (2003) using a similar simulation approach, that overall PDS had lower variance for volume and density estimation than LIS. Secondly, in order to equalize the inclusion zone areas among the different methods compared, a line length of approximately 2Dl would be used (it would vary somewhat because the angular differences in line-log intersections result in non-rectangular inclusion zones). This is obviously much shorter than what is normally used in an LIS inventory and therefore unrealistic in general.

The results from the Monte Carlo confidence interval coverage experiments showed a large degree of variability in terms of required sample sizes both by method and attribute (Table 4). It must be emphasized again that these results are applicable to the log population used in the simulations, and potentially to other larger populations with similar sampling distributions. The results should not be taken as a fixed set of guidelines to be appropriated to a given method or attribute for any population. Populations of logs can be constructed that will give quite different sampling distributions, and hence quite different appropriate sample sizes for nominal normal theory coverage (e.g., Gove et al. (in press)), underscoring the difficulty involved in constructing general guidelines applicable to diverse populations.

In the simulations a buffer was created that was large enough so that no part of any log's inclusion zone fell outside the tract boundary, eliminating any requirement for extra boundary overlap correction (Fig. 2). This is essentially what has become known as Masuyama's (Masuyama, 1953; Masuyama, 1954) method, where an external buffer is set up around the tract in which sample points may fall, and still sample logs within the tract. This buffering method may be used in field applications where it is possible to establish such an encompassing zone. In cases where access outside the tract is not possible, one can use a method such as the ‘walk-through’ (Ducey et al., 2004). When applying the walkthrough, it is important that any portions of logs extending past the tract boundary be truncated at the boundary and not considered part of the population. Then, one simply applies the walkthrough method by traversing the shortest straight-line distance to the tract boundary, with reference distance taken directly through the log's ‘needle’ (other walkthrough protocols can also be envisioned). Other related methods have been developed in recent years based on buffering including the ‘toss-back’ method (Iles, 2003, p. 641), and a set of iterated correction procedures (Holt, 2012). These methods also present unbiased alternatives for boundary correction. A discussion of comparative merits of each is beyond the scope of this paper, interested readers may consult (Ducey et al., 2004), Iles (2003, Chapter 14) and Gregoire and Valentine (2008, §7.5 and 10.7) for a review of these methods.

<table>
<thead>
<tr>
<th>Attribute/protocol</th>
<th>Distance limit $D_l$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLS</td>
<td></td>
</tr>
<tr>
<td>Volume (m³)</td>
<td>48.5</td>
</tr>
<tr>
<td>Length (m)</td>
<td>735.1</td>
</tr>
<tr>
<td>Density</td>
<td>166.8</td>
</tr>
<tr>
<td>Coverage (m²)</td>
<td>185.6</td>
</tr>
<tr>
<td>DLMCS</td>
<td></td>
</tr>
<tr>
<td>Volume (m³)</td>
<td>49.2</td>
</tr>
<tr>
<td>Length (m)</td>
<td>735.1</td>
</tr>
<tr>
<td>Density</td>
<td>166.8</td>
</tr>
<tr>
<td>Coverage (m²)</td>
<td>187.1</td>
</tr>
<tr>
<td>$m_o$</td>
<td>4893</td>
</tr>
</tbody>
</table>
who have used fixed-area plots. Finally, like PDS, distance limited sampling could be applied to populations of objects other than logs, providing one can define a suitable ‘needle’ axis for the object.
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