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Field Sampling and Data Analysis Methods for Devel-
opment of Ecological Land Classifications:

n Application on the Manistee National Forest

George E. Host, Carl W, Ramm, Eunice A. Padley, Kurt S. Pregitzer,
James B. Hart, and David T. Cleland

INTRODUCTION

An Ecological Classification and Inventory (EC&I)
of the Manistee National Forest was conducted to
provide the Forest with information needed as an
ecological framework for integrated resource
planning and management. A non-technical field
guide was previously developed that discusses
concepts and general techniques used in the
Manistee National Forest’s EC&I, and describes
the ecological types (land classification units) and
their identification (Cleland et al. 1993). A
companion to the field guide, this General Tech-
nical Report presents the technical details of the
development of the EC&I. It discusses the
procedures used for developing the sampling
design and methods, specific procedures for
sampling vegetation and soils, and techniques for
managing and analyzing data. It also describes
several alternative data analysis methods useful
for analyzing, interpreting, and validating EC& I
systems. This report is thus intended to provide
technical documentation to support the EC&I
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developed for the Manistee National Forest as
well as to offer a set of procedures for others who
may be conducting similar ecological land classi-
fication projects.

The development of an EC&I is an iterative
process. Analysis of field data may result in a
refinement of the ecological type definitions,
which may in turn alter the sample design. Both
field sampling and the description of ecological
types on the Manistee National Forest were based
on a conceptual model of the ecological factors
that influence ecosystem structure, function, and
diversity. These factors, including climate,
geology, flora, fauna, and time, are expressed in
observable characteristics of ecosystem compo-
nents, including composition and relative abun-
dance of plant species in all structural layers,
soil morphology, and the parent materials,
surficial topography, and spatial configuration of
glacial landforms (Albert et al. 1986, Barnes et al.
1982, Barnes 1984, Host and Pregitzer 1992).
The conceptual model is best expressed in a
figure from Rowe (1984), which shows that, over
time, landform and local climate exert strong
controls over the co-development of soils and
biotic communities (fig. 1). The intent of the
EC&l is to identify these volumetric segments of
the landscape that differ not only in composition
and structure, but also in ecosystem functional
processes, such as succession (Host et al. 1987),
productivity (Host et al. 1988), and nutrient
cycling (Zak et al 1986, 1989).

Because overstory, ground flora, and soils are
sampled with different methods, the procedures
for sampling these ecosystem components will be
discussed separately. Some analytical methods
are applicable to many of the ecosystem compo-
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Figure 1.—Conceptual model showing the co-development of soils and biotic communities as influenced
by climate and physiography. Adapted from Rowe (1984).

nents, or to combined data from several compo-
nents, while others have been designed specifi-
cally for single ecological factors. Results from
these individual analyses are integrated to define,
characterize, and validate ecological units. This
report will describe the process of planning, field
sampling, data management and analysis, and
EC&I development.

PLANNING THE FIELD STUDY

Sample Design

Before field sampling began, we decided on
sampling objectives, information needs, sample

unit, sample size, and sampling procedures. The
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pre-sampling procedures described below are
loosely based on Freese (1962) and Williams
(1978).

Our sampling objective was to collect and analyze
climate, landform, overstory, ground flora, and
soil attributes to describe ecological types on the
Manistee National Forest. Descriptive informa-
tion was needed for timber productivity, regen-
eration, overstory composition and structure,
ground-flora composition and abundance, and
selected soil characteristics.

The sample population for the EC&I project was
defined as well-stocked, undisturbed, even-aged,
mature upland hardwood stands. Strata were



defined based on ecological types concelved of
through the conceptual model. An ecological
type is defined by the Forest Service Manual as,
“a category of land having a unique combination
of potential natural community, soil, landscape
features, climate, and differing from other eco-
logical types in its ability to produce vegetation
and respond to management (FSM 2060).” In
northwestern Lower Michigan, factors controlling
community composition and soil development are
closely related to glacial landform, defined in
terms of parent materials and surficial topogra-
phy (Host and Pregitzer 1992). We thus used
landform as the primary stratum for sampling.
These strata were mutually exclusive; each
sample unit was a member of one and only one
stratum, sampling was done independently,
means and variances were calculated separately,
and absolute or relative number of acres in each
stratum was known in advance.

A sample frame was constructed to include a list
of all stands within the population that matched
the stratum’s definition. During the first EC&I
field season, the Forest Service's Vegetative
Management Information System data base was
used to construct the sample frame, but many
stands were rejected after field inspection. Better
results were achieved through photointerpreta-
tion of color infrared photographs in conjunction
with glacial geology maps (Farrand 1984) and
Forest Service compartment maps. The photo-
graphs were interpreted using a mirror stereo-
scope and Hudson's (1984) guide to forest cover
types of Michigan.

Sample size may be determined by calculating
the minimum sample required to achieve a
desired precision (Cochran 1977, Williams 1978)
based on relative strata size and strata variabil-
ity. However, such detailed information usually
does not exist for conceptual ecological classes.
For this study, overall sample size was set opera-
tionally for the first field season by multiplying
the number of fleld crews by the number of field
days and by the estimated average number of
plots measured per day. This rough sample size
was allocated across the strata. Allocation for
this study was proportional, based on stratum
size, but could be equal or optimal (based on
stratum size and variance) in other sampling
designs.

The sample unit was defined as a relatively
homogeneous upland forested stand of at least
2.5 acres. To minimize the effect of historical
differences in stand establishment and environ-
mental variation within stands, we developed
criteria for the acceptance or rejection of sample
units in the field. These were:

(1) the overstory must be at least 40 years
old;
(2) the canopy must be closed, as much as

site conditions permit;

(3) density must be uniform throughout the
stand; extensive open areas or wide age
distributions (range more than 10 years}
are cause for rejection,;

(4) stand composition must be relatively
uniform;

(5) the topography must be representative
of upland conditions;

(6) the soils must be moderately well, well,
or excessively well drained; mottling in
the upper 16 inches is cause for rejec-

tion;

(7) aspen must not comprise more than 30
percent of total stand basal area;

(8) no more than 30 percent of the over-

story can consist of multiple stems
(stump sprouts); and

)] there can be no evidence of cutting,
thinning, underplanting, or other
disturbance within the past 40 years.

Stands or sample units that met all the above
criteria became part of the sample frame, and
sample units were randomly selected from each
ecological type, or stratum.

Within the stand, randomly located subplots
were established in sufficient numbers to ad-
equately account for within-stand variability.
The appropriate number of subplots per stand
was determined using a Monte Carlo
subsampling method. For the first several weeks
of field sampling, we sampled six subplots per
stand. We then calculated stand level means
and variances based on repeated subsampling
using five, four, and three subplots per stand.
We found that four subplots were adequate to
characterize within-stand variability, and thus
used four subplots for the remainder of the
study.



A list of variables was identified for each ecosys-
tem component of the conceptual model (i.e.
landform, soil, ground flora, and understory and
overstory vegetation). These variables are de-
scribed in their respective sections.

Data Collection and Management

Data forms were designed to be easily compiled
into data files for analysis. Data sheets and
procedures were tested by the field crews, re-
vised, and re-evaluated. Example data sheets for
overstory, ground flora, and soil sampling are
presented in Appendix A.

A data management system was designed to
include procedures for collecting, compiling,
checking, verifying, and summarizing the data.
Software was tested before field sampling began
to ensure that any specific information required
by the programs could be collected. We did not
use portable data recorders because they were
still in a relatively primitive stage of engineering
at the time the project began, but we do recom-
mend them for similar future work. Their use
would permit error checking in the field and
significantly reduce time spent in data compila-
tion and entry.

Field Crew Training and Supervision

Field crews generally consisted of three persons
who had technical expertise in the disciplines of
soils, forestry, and botany. The field crew was
trained for at least 1 week at the beginning of the
field season. The supervisor made visits to each
field crew and repeated the crew’s sampling
procedures at one or more sample points. Field
checks were continued throughout the field
season for quality control. Accuracy and preci-
sion in measurements had top priority.

FIELD SAMPLING PROCEDURES
Stand and Subplot Selection

After the pre-sampling procedures were com-
pleted, field sampling began. Steps used in
selecting and establishing sample stands and
subplots on the Manistee National Forest are
given below.

1. Randomly selected stands from each stratum
were visited in the field and evaluated using

the rejection/acceptance criteria.

2. If the stand met the acceptance criteria, a
homogeneous area (minimum size 2.5 acres)
was identified as the location to be sampled.

3. Stand location was identified by Ranger
District, Forest Service compartment and
stand number, and distance and direction
from State, county, and local roads. Its legal
description was also recorded: location
within the section, section number, township,
range, and county.

4. The first subplot was established near the
center of the 2.5-acre homogeneous area.
Subsequent subplots were selected using
tables of random azimuths and distances
(Appendix A). Distance and direction from
the first subplot to each subsequent subplot
were recorded, and subplot centers were
marked with permanent stakes (metal or
PCV).

Overstory Sampling

Both variable-radius and fixed-area plots were
considered when deciding how to measure
overstory composition and productivity for the
EC&I. Variable-radius sampling was selected for
its increased efficiency and reduced time per
sample unit, despite the possibility of operator
error associated with this method. Because the
use of wedge prisms can result in erroneous
stand density and volume estimations, we used
Relaskops, which are not as sensitive to handling
errors, and which automatically compensate for
slope. For discussions about the problems
associated with point sampling, see Iles (1989),
Wiant (1987), Wensel et al. (1980), Wiant et al.
(1984), and Gambill et al. (1985).

A variable-radius sample plot, or prism point,
was centered upon each randomly placed subplot
to measure overstory characteristics. Starting
from due north and proceeding clockwise, all
visible trees were scanned at diameter at breast
height (d.b.h.) using a Relaskop and a
preselected BAF, and tally trees were identified.
A 20 BAF was used for well-stocked sawtimber
stands; a 10 BAF was used for poorly stocked
sawtimber stands and for pole stands. All
sample points within a research site used the
same BAF.



All live tally trees were measured for d.b.h.,
species, total height, crown ratio, and crown
class. Merchantable height was estimated for all
live tally trees of more than minimum merchant-
able d.b.h. All borderline trees were measured to
determine if they should be tallied. Tally trees
were marked with a chalk gun at d.b.h. This
allowed one person to take individual tree mea-
surements once the tally trees were marked,
thereby reducing field time. Tally trees were
numbered sequentially on each sample point,
starting at due north and moving clockwise.

Species was recorded as a two-digit code. D.b.h.
was measured using a diameter tape and re-
corded to the nearest 0.1 inch. Total height and
merchantable height were measured to the
nearest foot using a Relaskop. A logger's tape
was used to measure horizontal distance from
each tree before estimating height. Horizontal
distance had to equal or exceed the estimated
height of the tree to avoid errors in determining
total height. For cubic foot volume, merchant-
able height was measured from a 1-foot stump
height to a 4-inch top diameter, or to where
merchantability was limited by the bole. The
Relaskop’s optical dendrometer was used to
determine the upper stem diameter and height.

Crown class was ocularly estimated. It was
coded as: (1) open grown, isolated; (2) dominant
(light from above, sides); (3) codominant (light
only from above); (4) intermediate; or (5) sup-
pressed or overtopped.

Crown ratio was also ocularly estimated. It was
expressed as a percent of total tree height, scaled
and recorded as a one-digit code. The crown
ratio was defined as that portion of the tree bole
that supports green, live, healthy foliage that is
effectively contributing to tree growth. The codes
used for crown ratio were:

live crown <= 10% of total tree height
live crown 11% - 20%
live crown 21% - 30%
live crown 31% - 40%
live crown 41% - 50%
live crown 51% - 60%
live crown 61% - 70%
live crown 71% - 80%
live crown 81% - 90%

LRANIIRWNH

Four tally trees (d.b.h. more than 4 inches) were
sampled for 10-year radial diameter growth at

each sample point. We selected these trees at
random, but tried to sample across the range of
diameters and species. Increment cores were
taken immediately below d.b.h., at right angles to
the bole. Radial growth was recorded to the
nearest 0.1 inch.

Two dominant, uninjured, and free-growing trees
on each sample point were bored for age at
d.b.h., which was converted to total age and used
with total height to estimate site index (Hahn and
Carmean 1982). Additional trees off the sample
point but within the stand were measured to
provide ancillary site index data for major com-
mercial species.

Ground-Flora Sampling
Plot size and shape

Optimum plot sizes for sampling ground flora are
typically determined by constructing species-area
curves. These curves are constructed by count-
ing the numbers of species within progressively
larger sample plots until increases in plot size do
not result in significant increases in species
number (i.e. the curve levels off). Although this
approach is important in developing sampling
strategies for previously unexplored landscapes,
species-area relationships are fairly well devel-
oped for North American ecosystems. Gauch
(1982) suggests plots of 100 to 500 m? for sam-
pling abundance patterns in temperate decidu-
ous forest communities. Square, circular, and
rectangular plots have all been successfully used
to quantify vegetation abundance; rectangular
plots are more likely to include patches of differ-
ent species. Counts of individuals (e.g. tree
seedlings) are best sampled using a number of
smaller (0.5 to 1 m?) plots nested within the
larger plot. The number of smaller plots required
depends on the desired level of precision (Kupper
and Hafner 1989).

Quantifying specles abundance

Species abundance can be quantified by various
methods, including point frames, line intercepts,
destructive harvesting, and ocular estimation.
The method used must be a balance between the
precision required and the number of plots or
amount of land area to be surveyed. For the
multivariate methods used to construct the
Manistee National Forest's EC&I, we found
ocular estimates of coverage to be the most



effective and expedient means of quantification.
Extensive research into developing optimized
scales for measuring coverage has found that
scales that are logarithmic or have finer levels of
resolution in the lower cover classes are most
effective for capturing ecologically important
information. See Gauch 1982, Causton 1988,
and Bonham 1989 for detailed discussions on
this subject. We used a modification of the
Braun-Blanquet releve scale (table 1).

Table 1.—Cover-abundance classes and ranks
used in fleld sampling and data analysis

Class midpoint Range of cover Rank
Percent
r Trace - 0.1 1
+ 0.1-1.0 2
2 1-2 3
10 2-15 4
25 15-33 5
50 33 - 66 6
80 66 - 100 7

Methods

Ground-flora composition and abundance were
sampled using four 5- x 30-m plots centered on
the overstory sample points. In flat terrain, plots
were oriented on north-south axes. In hilly
terrain, plots were generally oriented perpendicu-
lar to the slope to avoid sampling across different
physiognomic conditions.

Average percent ground cover was determined for
all moss, herbaceous, and woody species in the
plot using the modified Braun-Blanquet cover-
abundance scale shown in table 1 (Mueller-
Dombois and Ellenberg 1974). The plot was
traversed several times to record the species
present and abundance values were assigned
based on ocular estimates. Relative frequencies
for ground-flora species were determined by
recording presence/absence of species in six
1-m? frequency frames located at 5-m intervals
along the long axis of each plot. These frequency
frames were also used to determine seedling
densities in a subset of sample plots (Host et al.
1987). Saplings (defined as stems of trees and
shrubs with a d.b.h. of at least 0.5 inches)
densities were determined using stem counts in
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the 5- x 30-m plots. Saplings were tallled in 1-,
2-, and 3-inch diameter classes (d.b.h.). Nomen-
clature for vascular plants followed Gleason
(1952); nomenclature for bryophytes followed
Crum and Anderson (1981). Samples of un-
known species were collected, pressed, and
identified at the Michigan State University Beal-
Darlington Herbarium.

Soil Sampling
Depth of solil observations

Soil extended from the forest floor layers at the
upper surface, to a depth coincident with the
lower limit of biological activity, or, the maximum
rooting depth of native perennial plants (Soil
Survey Staff 1975). On the Manistee National
Forest, tree species have rooted to depths as
great as 15 feet in stratified sandy and loamy
sand materials. Therefore, information was
collected to a depth of 15 feet in soils that were
predominantly sandy.

In pedons with continuous heavy-textured soil
more than approximately 3 feet thick, rooting
was usually restricted. In these cases, soils were
observed to a depth extending 3 feet into sandy
clay loam or finer material where there was no
evidence of deeper rooting.

We believe that the rooting zone was adequately
described, in nearly all the sandy soils, by a 15-
foot deep observation. Data were usually not
collected below 15 feet; bucket auger sampling is
impractical below that depth because soil
sloughs off the sides of the hole, refilling it in
amounts almost equal to that removed by each
auger sample.

Quantification of textural banding

Sandy soils that contain fine-textured layers, or
bands, have been shown to support different tree
species and faster overstory growth rates than
soils without banding (Hannah and Zahner 1970,
Cleland et al. 1985, Host et al. 1988). It was
therefore important to record the presence,
texture, and thickness of deep-lying textural
bands within a 15-foot depth. A Banding Inten-
sity and Continuity variable (BIC) representing
substratum characteristics was described cat-
egorically for each soil (table 2).



Table 2.—Banding intensity and continuity (BIC) codes for soil textural bands

Banding class Code Remarks

Unstratified sands 0 Usually CS to MS predominately in sandy outwash (VCS,

CSs, MS)* plains. FS unlikely.

Varved sands 1 Usually VCS to MS, may have gravel strata. Colored thin

(VCS, CS, MS, F9) layers associated with darker mineralogy and/or
sesquioxide staining. Predominately in ice-contact sandy
low hills or sandy outwash areas.

Stratified sands with 1 Similar to above but with LS textural varves, lenses, or

loamy sand strata lamellae. Thick LS strata rare.

Sandy loam textural bands 2 Usually VCS to MS, may have gravel strata. Predomi-

< 2 inches thick nately in ice-contact sandy low hills or sandy outwash
areas. Would include rare loam bands.

Sandy loam textural bands 3 Usually VCS to FS, may have gravel strata. Predominately

5-15 cm thick -OR- Sandy in ice-contact sandy low hills or sandy outwash areas.

clay loam {or heavier) SL bands continuous or discontinuous. SCL or heavier

textural bands < 4 inches bands frequently discontinuous. Would include rare loam

thick bands.

Sandy loam textural bands 4 Usually VCS to FS, may have gravel strata. Predominately

> 6 inches thick in ice-contact sandy low hills or sandy outwash areas. SL
bands usually continuous.

Sandy clay loam (or heavier) 5 Usually MS to FS, may have gravel strata. Predominately

textural bands > 4 inches
thick

sandy overwash with buried glacial lacustrine lake bed
deposits. SCL or heavier bands nearly always continuous
and thicker than 6 inches.

* VCS - very coarse sand texture

CS - coarse sand texture

MS - medium sand texture

FS - fine sand texture

VFS - very fine sand texture

LS - loamy sand texture

Sandy - any of above textural classes

SL - sandy loam texture
L - loam texture

SCL - sandy clay loam texture
Heavier than SCL - includes silt loam (SiL), silty clay loam (SiCL), clay loam (CL), and clay (C)

textural classes.



Methods

The forest floor, soil solum, substrata, and
groundwater characteristics were described at
four subplots within each stand. A soil pit was
located as close as possible to the center of the
overstory sample plot. The exact location of the
soil pit within the subplot was determined based
on the absence of depressions, mounds, trails,
trees, stumps, rocks, other obstructions, or other
atypical microsite conditions.

A square soil pit was dug to a depth of 60 inches,
with horizontal dimensions of approximately 3.3
square feet. Soil morphological characteristics
were described at a modal location on an undis-
turbed pit face. All soils were described into the
C horizons; in sandy soils, descriptions were
obtained to depths of 15 feet. Substratum soils
were described from samples obtained by
augering into the bottom of the soil pit with a 3-
inch diameter bucket auger.

Forest floor and soil horizon characteristics were
described, including color, texture, coarse frag-
ments, mottling, structure, consistence, reaction,
clay films, boundaries, and rooting. Standard
Soil Conservation Service techniques were used
to describe soils (USDA, Soil Conservation Ser-
vice 1981).

Bucket auger samples of substratum material
were removed in 6 inch or smaller increments
while measuring depths and horizon thicknesses.
Substratum soil properties were described from
auger samples, and included color, texture,
coarse fragments, mottling, reaction, and rooting.
Horizons were named according to standard
protocols; a possible substratum horizon se-
quence is: C1, C2, C3, IIC4, IIIC5, IIIC6.

Hydrologic features were recorded, including
depths of mottling, wetness, and saturation.

Soil samples were collected for laboratory analy-
sis. The solum was sampled from the soil pit by
taking representative subsamples from each
horizon around the pit faces, and mixing. The
substratum was sampled by combining auger
samples from the same horizon on a plastic
sheet, mixing, and subsampling. Samples were
air dried in brown paper bags, and stored for
future use. Samples were usually collected from
all horizons at the first soil pit of each stand and

for uniquely different soil materials at the other
three points.

Landform Description

Landform characteristics were recorded at each
stand. Local topographic features, such as slope
steepness, shape, aspect, and relative position on
the landform, were recorded for each subplot.
Elevations were determined from U.S. Geological
Survey 1:24,000 topographic maps. Existing
landform maps (e.g. Farrand 1984) combined
with field observations were used to verify the
glacial landform (e.g. ground and end moraines,
ice-contact hills, terraces, deltas, and outwash
plains) surrounding the stand. Landtype Asso-
clation designations, a physiographic delineation
used by the Forest Service (FSM 2060), were
obtained from existing maps, and recorded with
the landform data.

DATA MANAGEMENT AND SUMMARIES
Overstory

Data compilation and verification were started as
soon as possible after field sampling was com-
pleted. This allowed resolution of data inconsis-
tency problems while the field crews’ memories
were still fresh.

The data were compiled and edited using previ-
ously developed programs. Programs in
QuickBASIC and PASCAL had been written to
compile the Manistee productivity data. These
programs contained the first level of data check-
ing, which alerted users if a data value (species
code, tree d.b.h., crown ratio, etc.) was not within
predefined limits.

The second level of data checking was to perform
random file checks. A random sample of 5
percent of the field points was selected after the
data had been compiled. We printed the com-
puter files from the randomly selected sites and
visually compared the data to the original data
sheets. If more than 1 percent of the information
was in error, all data files would be checked
against the original fleld sheets.

Examples of preliminary data summaries are
given in Appendix B. These summaries were
produced from a QuickBASIC program developed



by one of the authors (Ramm). Density and
volume per acre, age, site index, and growth were
estimated for each sample point. Mean density
and volume per acre, along with associated
standard errors and coefficients of variation,
were estimated for the stand.

The preliminary summary program also con-
structed an ASCII file for each stand: a list of the
individual tally trees organized by sample point.
The file contained the following information for
each tally tree: stand number, subplot number,
tree number, d.b.h., species, total height, mer-
chantable height, estimated trees/acre, esti-
mated volume/acre, crown class, and crown
ratio. These flles were used for intermediate data
processing and for summary statistics. It was
relatively easy to transfer the data from ASCII
files to a data base.

A relational data base program may be more
efficient for data compilation and file construc-
tion. One data base would contain location and
description of each stand; a second data base
would contain one record per tally tree, with
representative basal area, volume and trees per
acre calculated internally. Efficient microcom-
puter-based relational data base programs were
not yet available at the time of this study.

Secondary data processing included the con-
struction of stand and stock tables. Gross cubic
foot volume was calculated for the preliminary
stand summaries using Beers’ version of the
Gevorkiantz formula (Gevorkiantz and Olsen
1955), a composite volume equation that has
shown good performance in the Lake States
(Martin 1984). Site index was estimated using
equations developed by Hahn and Carmean
(1982). '

Ground Flora

As in the overstory analyses, custom programs
were written to enter, verify, and summarize the
ground-flora data. In the early phases of the
study, microcomputer applications software such
as spreadsheets and data-base managers were
not available for general use. As software such
as Visicalc and Lotus became available, data
were transferred and summarized using commer-
cial applications software. Quality assurance
methods such as those described above were also

applied to vegetation data. Data were main-
tained in ASCII format to allow processing with
various applications software.

Data summaries for vegetation data included
mean cover, mean rank abundance (table 1),
frequency, and importance values summarized
across stands and the initial sampling strata. An
important consideration in analyzing vegetation
data is how to treat the large number of zeros
present in the data matrix. It is difficult to
separate species absent by chance from those
absent because they are not physically capable of
persisting on a site. In addition, the inclusion of
zeros as data values often ylelds average coverage
values that may never be found in nature. Our
solution to this was to calculate mean cover
when present (i.e. average only non-zero values)
and calculate a frequency statistic to express
how often a species is likely to occur. These two
statistics were synthesized into an “Importance
Value” by multiplying the coverage-when-present
by the frequency. Mathematically this is identi-
cal to averaging in the zero values, but will not be
misinterpreted as a mean coverage value. The
use of mean rank abundances tends to linearize
the logarithmic cover-abundance scale, making
these mathematically more tractable as inputs to
multivariate analyses (Gauch 1982). Stand-level
mean rank abundances used in developing the
Manistee National Forest EC&I are presented in
Host (1987). Additional summary statistics can
include species richness (number of species per
plot or stand) and other indices of species diver-

sity.
Soils

After fleld data were collected, the information
was transferred to the summary form shown in
Appendix B. Information on location and land-
form was entered directly in data-base files. Soil,
geologic, and hydrologic information from the
four subplots at each stand was examined, and
information was extracted to quantify variables
characterizing each subplot.

Our objective was to formulate stand-level vari-
ables that were related to the conceptual model
either as important abiotic influences on ecosys-
tem structure or function, or as morphological
expressions of inputs from the biotic components
of the ecosystem.



Continuous numeric variables with biological
significance were most useful in exploratory data
analyses and statistical comparisons. Non-
numeric field records were therefore coded as
numeric variables prior to analysis. Where
possible, soil characteristics that were recorded
in the field as nominal variables were converted
to continuous variables. Textural class designa-
tions were changed to numeric codes to corre-
spond with the centroid of the class as shown on
the soil textural triangle. For example, the
texture loamy sand was coded as 17, a value
representing the average percent of silt and clay
size particles for that soil texture class. Ordinal
variables were often more useful in data analyses
than nominal variables, so those variables that
could not reasonably be converted to continuous
variables were sometimes coded along ordinal
scales. Physiographic codes, drainage classes,
consistencies, and structures, were all given
ordinal numeric codes corresponding with the
range in their field codes. For example, drainage
classes were coded as 1 if the site had excessively
drained soils, and 7 if the soils were very poorly
drained; other drainage classes ranged between 1
and 7. Continuous variables, such as pH, or
depth to low-chroma mottles, were entered as the
field-recorded value. Data for each variable at
the four subplots were summarized to character-
ize the sample stand.

Within-stand soil variation presented a special
problem in developing stand-level summaries.
Soils were particularly variable within stands on
morainal and ice-contact landforms; it was not
uncommon to encounter distinctly different soil
series at each of the four subplots. These differ-
ences, mostly due to the amount of textural
banding, were caused by fine-scale glacial events
that brought flow till or ice-rafted drift to one
location and not to another. Because the differ-
ences were not reflected in the forest vegetation,
we concluded that the depth and lateral extent of
tree roots allowed them to intercept the fine-
textured material and make use of the greater
supply of water and nutrients available there.
We often observed fine root proliferation at the
boundaries of deep-lying textural bands. Addi-
tionally, the cycling of soil nutrients through
litterfall was thought to distribute nutrient
supplies in the upper soil evenly throughout the
stand. Thus, we believed that the soils of the
stand as a whole often had a greater nutrient
and moisture supply than was evidenced by an
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individual observation. As we developed the
stand-level summaries, if three of the subplots
had banding and the fourth did not, we averaged
BIC values for the three to arrive at a stand-level
value.

DATA ANALYSIS

Data analysis consists of three distinct phases:
exploratory data analysis, multivariate analyses
and hypothesis testing. Exploratory data analy-
sis involves tests of normality, calculation of
simple descriptive statistics, and various graphi-
cal methods that allow a “first look” at the data.
Graphic representations of the data may reveal
trends and interactions that are difficult to
extract from the raw numbers. Multivariate
methods, such as classification and ordination,
are used to characterize correlations and pat-
terns within multivariate data sets. Several
multivariate methods, such as two-way indicator
species and canonical correspondence analysis
(Hill 1979, Ter Braak 1987), have been developed
specifically for ecological applications. Hypoth-
esis testing methods may be used to assess
ecosystemn-level differences in biomass preduc-
tion (Host et al. 1988), successional pathways
(Host et al. 1987), nutrient dynamics (Zak et al.
1986, 1989), and other ecological processes.
Hypothesis testing is the focus of many statistical
texts and will not be considered here.

Exploratory Data Analysis

Exploratory data analysis (EDA) was conducted
after field data had been compiled, checked, and
verified. We used box-and-whisker plots (Tukey
1977) to look at the average and extreme values
of each variable. This graphical method was
used to detect outliers - stands with abnormal
values - and to inspect the distributions of each
variable. Plots were constructed for each vari-
able using the entire data set and for the indi-
vidual strata. Because our focus was to charac-
terize the stand, we generated stand-level means
from the subplot data. Stand averages are also
more likely to be normally distributed. Data were
tested for normality, and non-normal data were
transformed prior to calculating descriptive
statistics.

Another simple graphical technique was to plot
all possible pairs of variables (X-Y plots). These
plots were used to detect linear, log-linear, and
curvilinear relationships between the variables,



and to isolate and identify outliers. If two vari-
ables within the same data component (e.g. soils)
had a high linear association, one could be
dropped from future analysis. Pairwise plots are
not highly sophisticated and do require time to
print and evaluate {for p variables, there are {p-
1}p/2 plots), but they provide valuable informa-
tion on relationships among variables.

Descriptive Statistics and Stand Summaries

After EDA, stand summaries were calculated for
each data component. Overstory stand and
stock tables (net cubic foot volume) for the
Manistee National Forest, shown in Appendix B,
were constructed using Hahn'’s (1984) species-
specific regression coefficients for the Lake
States. Ground-flora cover-abundance, rank
cover abundance, frequency, and importance
values were summarized at the stand level (Host
1987).

Stand averages were used to calculate descriptive
statistics including means, mean standard
errors, and confidence intervals for each stratum,
and to calculate the overall weighted mean and
variance for the population.

Multivariate Analysis

Multivariate analysis (MVA) was used to identify
patterns in species distributions and associa-
tions among soil, vegetation, and physiographic
variables. Results of these analyses were used
extensively for developing the Manistee EC&I.
Multivariate methods consider the entire set of
variables to better understand their underlying
structure. Several multivariate procedures
produce graphical representations of the data,
which may reveal overall trends and interactions.
MVA can be used to reduce dimensionality of the
data (principal component, principal coordinate,
correspondence, and detrended correspondence
analysis), classify the data into groups (divisive
classification, cluster analysis), examine the
relationships between two or more data sets
(canonical correlation, canonical correspondence
analysis), or examine the relationship between
known groups and the measured variables
(discriminant analysis). The sections that follow
will briefly describe the nature and uses of
several common multivariate methods relevant to
ecological land classification, as well as some
techniques developed for specific data types.

Ordination

Ordination is one of the primary methods for the
multivariate analysis of ecological data. Ordina-
tion attempts to arrange the sample plots in a
sequence that reflects underlying environmental
gradients. Ordination has been a primary tool of
ecologists for understanding relationships be-
tween changes in species composition and the
environment. Austin and Orloci (19686), Gauch
and Whittaker {1972), Gauch et al. (1977) and
others have compared alternative ordination
methods. Beals {1973}, Ihm and Van
Groenewoud (1975), Nichols (1977), Austin
(1980) and Wartenberg et al. (1987) have exam-
ined the assumptions or procedures used in
ordination. The following sections describe
several ordination methods relevant to ecological
land classification.

Principal component analysis.—Principal
component analysis (PCA) is the oldest and
probably most widely used method for character-
izing variability within a multivariate data set;
most other ordination methods are variations of
PCA. It does not require that the data have a
multivariate normal distribution. PCA of over-
story (density, volume, age, etc.) or soil charac-
teristics may help evaluate the internal variability
of the data, detect outliers, and produce stand
ordinations. PCA creates linear combinations of
the original data in such a way that the total
variability of the data set is concentrated into the
first few new combinations. The linear combina-
tions, or principal components, are linearly
independent. It is, therefore, possible to calcu-
late the relative amount of the total variation
explained by each principal component by exam-
ining its variance (i.e. the eigen roots). If the first
three to four principal components explain 80
percent to 90 percent of the total variability in
the data, they can be used to summarize and
plot the data with little loss of detail.

If the strata sampled are homogeneous and
unique, plots of the first few principal compo-
nents should show the strata as distinct sub-
groups. The influence of each variable on the
principal components, and therefore on the total
variability of the data, may be determined from
the size and magnitude of the coefficients used to
calculate the principal components.

Typically, the variables used for PCA will have
several different scales and units. In such cases,
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it is suggested that principal components be
done using the correlation rather than covariance
matrix. This has some drawbacks because
correlation is data driven, highly susceptible to
outliers and sample size, and it ignores nonlinear
relationships. For this reason, some analysts
prefer to use log-transformations and the covari-
ance matrix for PCA when the data are in differ-
ent units. In the Manistee National Forest EC&l,
PCA was used extensively to analyze soils data;
these methods will be discussed in a later sec-
tion.

An excellent reference on principal component
analysis is Principal Components Analysis (Jolliffe
1986). Other good texts are Multivariate Analysis
of Ecological Communities (Digby and Kempton
1987) and The Interpretation of Ecological Data
(Pielou 1984).

Principal coordinate analysis.—Unlike principal
component analysis, a second ordination
method—principal coordinate analysis—does not
require continuous or ordinal data (Gower 1966).
Principal coordinate analysis (PCO) operates on
an association matrix between the individual
sites. New coordinates for the stands are created
by spectral decomposition of the association
matrix. The end result of PCO is a graph in
which the interpoint distances approximate the
similarities (or dissimilarities) between corre-
sponding pairs of sites (Gordon 1981). Similar
stands should be relatively close together on the
plot; very different stands should be far apart.

The power of PCO is that the association matrix
may be composed of any measure of dissimilar-
ity. For binary data, the simple matching coeffi-
cient or Jaccard’s coefficient may be used to
construct the association matrix. If the data are
interval/scale data, then Euclidean distance,
Mahalanobis distance, or Canaberra distance
metrics may be used. If the data are a combina-
tion of interval, discrete, and binary data, the
different association matrices may be combined
into a weighted average for analysis. This com-
bined index, Gower's index, is discussed in Digby
and Kempton (1987).

Soils data in particular may contain a mixture of
variable types. The data set for the Manistee
National Forest, for example, contained both
ordinal and continuous data. The association
matrix for the stands could be formed using a
Pythagorean metric for the quantitative variates
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and a city-block {(Manhattan) metric for the
ordinal variates. If the first two or so dimensions
account for most of the variability in the data,
groups of similar stands can be delineated from a
relatively simple (two- or three-dimensional)
graph.

Detrended correspondence analysis.—
Detrended correspondence analysis {DCA), and
its precursor, correspondence analysis (CA), were
developed to analyze counts or measures of
species abundance. DCA or CA may be used to
analyze the ground flora (frequency, abundance)
and the overstory (trees/acre) species. The end
product of these methods is an ordination of
species or samples, commonly expressed as an
ordination space diagram (fig. 2). The data
maltrix, X, would contain counts or abundance
measures of different species (columns) across
the stands (rows) sampled. A singular value
decomposition of the centered X matrix creates
row and column scores for the data; there is one
set of scores for the individual species and one
set of scores for the stands (Liebert et al. 1984).
When graphed, the species scores reflect the
relative positions of individual species across all
stands in response to one or more environmental
gradients (fig. 2). The relationship of species
composition to environmental gradients may be
tested statistically using canonical correspon-
dence analysis, described below. Stand scores
can be used to produce another ordination, with
similar stands plotting close together and dis-
similar stands plotting far apart.

If the strata sampled represent unique ecosys-
tems, then correspondence analysis should
reveal the strata as distinct or overlapping zones
along the gradient (fig. 2). The plot of the species
will show which species or species group is most
representative of an individual stratum.

Although these methods were developed for
count data, other measures of abundance or
frequency may be used. A good reference to
correspondence analysis is Theory and Applica-
tion of Correspondence Analysis (Greenacre
1984).

Ordination comparisons.—Several examples
have been given to illustrate the application of
different multivariate methods. The methods
used—DCA, PCA, and PCO—produced stand
ordinations for different data components. Un-
derstory and overstory abundance data were
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Figure 2.—Detrended correspondence analysis of Manistee National Forest EC&I stands based on
overstory basal area. Values represent the following landform codes: (1) outwash plains; (2)
Valparaiso-Charlotte moraine (unbanded); (3) ice-contact hills; (4) Port Huron moraine (unbanded); (5)
Valparaiso-Charlotte moraine (banded); (6) Port Huron moraine (banded); (7) ice-contact hills
(banded); (8) Interlobate moraine (unbanded); (9) Interlobate moraine (banded). Adapted from Host et

al. (1992).

analyzed with DCA, soils data with PCO and
PCA, and stand characteristics with PCA. Obvi-
ously, researchers would like to compare all

ordinations. A common approach has been to
use simple or rank correlation of ordination
scores to compare separate vegetation layers

ordinations to see if they agree or how much they  (Peet and Loucks 1977, Robertson 1978, del

disagree.

Different methods have been used to relate
ordinations to environmental factors or to other

Moral and Watson 1878, McCune and Antos
1981) or to relate ordination scores to environ-
mental variables (Dyrness and Grigal 1979,

Westman 1980, Rodgers 1981, Carleton 1984).
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Because interpoint distances are not indepen-
dent, however, simple correlations may not be
legitimate (Gower 1971). Several methods are
available that allow comparison between ordina-
tions.

Standard Procrustes rotation.—Procrustes rota-
tion, first discussed by Hurley and Cattell (1962),
may be used to compare two ordinations. One
configuration is held fixed, and the second
configuration is rotated and scaled to fit the first.
Because both configurations are already cen-
tered, the ordinations should be scaled, but not
centered before Procrustes rotation.

If both ordinations reflect the same or similar
environmental gradients, the stand configuration
obtained from an ordination of the ground flora
should be similar to the configuration obtained
from an ordination of the overstory density.
Procrustes rotation can be suminarized in an
analysis of variance table. Sums of squares and
the residual sums of squares around the com-
mon centroid are calculated for each ordination.
Sums of squared distances between sites in the

two ordinations are the residual sums of squares.

If the two ordinations agree, then the residual
sums of squares should be quite low, compared
to the ordination sums of squares.

Procrustes rotation also provides a rotational
matrix, which shows how the original axes of the
second configuration are rotated to fit the first
configuration. If the two configurations were
obtained by different methods, such as PCO and
CA, then they should be scaled during rotation.
The scaling factor is determined through least
squares, and provides another clue to how well
the ordinations agree. One way to make the
residual sums of squares as low as possible for
two quite divergent ordinations is to greatly
reduce their scales. As both ordinations are
shrunk towards the centroid, their sums of
squares are reduced, which in turn reduces the
residual sums of squares. Procrustes rotation
can be easily programmed in any matrix lan-
guage for a microcomputer.

Generalized Procrustes analysis.—Procrustes
rotation could be used to examine all pairwise
comparisons between the three ordinations
produced. This could be done for detrended
correspondence analysis of the ground flora,
correspondence analysis of the overstory, and
principal coordinate analysis of the soil variates.
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A basic premise of the classification system is
that all site factors contribute to the final ecologi-
cal identification of the site. Reliance on only one
component—soil or vegetation—ignores other
factors that influence or characterize the site,
and may therefore produce a less than complete
classification. Another method, Generalized
Procrustes analysis, may be more appropriate for
identifying patterns among multiple data sets.

In ordinaticn, the interrelationships among the
stands are displayed as distances between the
points; similar stands are represented by close
points and visa versa. The properties of distance
remain unchanged if the points are translated to
a different origin, if the points are rotated to a
new set of axes, or if the ordination is scaled by
an arbitrary (non-zero) constant (Krzanowski
1988).

When comparing ordinations, we are interested
in the internal relationships for the n points
between the ordinations. Generalized Procrustes
analysis (Gower 1975) can be used to obtain an
overall, or consensus, ordination of the stands
from the two or more ordinations. This method
simultaneously translates, rotates, and option-
ally scales the original ordinations in all dimen-
sions so that they match, as closely as possible,
a consensus ordination.

Generalized Procrustes analysis involves all
dimensions of each ordination. To illustrate, an
ordination from a detrended correspondence
analysis of ground flora could be represented by
43 dimensions, the correspondence analysis of
the overstory could produce an ordination with
12 dimensions, and the principal coordinate
analysis of the soil could have 38 dimensions.
Generalized Procrustes analysis uses all dimen-
sions from all ordinations to define the consen-
sus. This has obvious advantages over one-
dimensional comparisons, such as in correlating
first dimensional scores from each pair of ordina-
tions.

Goodness of fit can be assessed for each original
ordination from its residual sums of squares, i.e.,
the sum of squared distances of its points (after
translation, rotation, and scaling) to the corre-
sponding points in the consensus ordination.
Individual stands that are not represented
similarly (i.e. mapped to the same space) in the
original ordinations may be identified by their
relatively large residual sums of squares. The



residual distances are defined relative to each
individual stand. The residual distance for stand
z, for example, would be the sums of the dis-
tances from stand z in each configuration to the
centroid of the points.

As with standard Procrustes rotation, additional
information is provided by the rotation matrices
from each configuration. The directional cosines
(see Digby and Kempton 1987) show the direc-
tion of rotation of the old axes (columns) with
respect to the new axes (rows) to produce the
consensus. A negative sign for a directional
cosine shows that it was reflected before rotation.

Canonical correspondence analysts.—Canonical
correspondence analysis (CCA) provides an
alternative means of comparing ordinations, with
an added advantage of determining the propor-
tion of variance in community structure that may
be accounted for by an environmental data
matrix. This relatively new multivariate tech-
nique combines the direct gradient analysis
method of multiple regression with the indirect
gradient analyses from ordination methods (Ter
Braak 1987). The result is an ordination whose
axes are a linear combination of a supplied set of
environmental variables. CCA can be used for
both exploratory data analysis and for hypothesis
testing. In its exploratory sense, the ordination
will optimally display how community compost-
tion is related to environmental variables. It not
only assesses how variation in community com-
position is related to environmental variation, but
also allows ordinations to be “constrained”
(analogous to analysis of covariance) to allow
secondary and tertiary environmental matrices to
be analyzed.

In the hypothesis testing sense, CCA will produce
statistical tests of the effects of particular envi-
ronmental variables, taking into account the
effect of other variables (Ter Braak and Prentice
1988). For EC&I development, this analysis is
particularly suited for testing relationships
between ground-flora compositional data and soil
or other environmental data and for quantifying
the strength and statistical significance of these
relationships.

Canonical Correlation
Canonical correlation (CC) is used to discover

relationships among variables within two distinct
sets of data. Multiple regression attempts to find

linear combinations of the data set [X1, X2,
X3...Xp] to explain the natural variability in Y.
CC is used when there is a set of predictor
variables [X1, X2, X3...Xp] and a set of outcome
variables [Y1, Y2, Y3...Yq]. CC, which has rather
formidable data requirements (see Gittins 1985},
calculates canonical correlations between linear
combinations of the X's (Uj) and of the Y's (Vj).
The first pair of new canonical variates (U1, V1)
will have the largest correlation of all possible
linear combinations. The second pair (U2, V2)
will have the second largest correlation, and so
on. All other correlations between the canonical
variates are zero. The canonical correlations can
be tested for significance, to determine if linear
relationships do exist between the two sets of
data.

Relationships between the set [X] and [Y] are
based on the canonical variates. Examining the
canonical weights, canonical loadings, and the
correlations between the canonical variates and
the original variables will help determine which
of the original variables are important to the
relationship.

CC could be used to relate soil and site factors
(predictors) to stand productivity (outcome). If
the first canonical correlation is significant, the
loadings will show which soil variables help
explain the variability in the overstory. The
variables selected for CC may influence the
results; in particular, collinearity among vari-
ables will cause instability of the canonical
weights. Collinearity may be detected and
corrected using methods discussed by Gittins
(1985; p. 262).

Redundancy analysis (Cooley and Lohnes 1971)
is a valuable option to determine the importance
of the pairs of canonical variates. Redundancy
analysis looks at the amount of variability within
each data set explained by a canonical variate.
Linear combinations that explain only a small
percentage of the total variation should be ig-
nored, even if their canonical correlation is
significant.

Multivariate Methods for Developing Ecological
Specles Groups

The ability to incorporate ground flora into

multifactor land classification systems is facili-
tated by the use of ecological species groups:
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groups of species with similar patterns of con-
stancy and fidelity across a regional landscape
(Mueller-Dombois and Ellenberg 1974). Con-
stancy refers to the degree to which a species
occurs within a given range of environmental
conditions; fidelity refers to the degree to which a
species is restricted to that range of conditions.
Species with both high constancy and high
fidelity provide good indicators of site conditions:
they are often encountered in their characteristic
landscape positions and rarely occur outside
these specific environments. The use of groups
of species avoids problems because of the chance
presence or absence of individual indicator
species, and capitalizes on the ecological infor-
mation available by involving a significant pro-
portion of the existing community. The objec-
tives of an analysis of vegetation data are to:

1) identify the ecological amplitudes of
species encountered in field sampling

2) relate species distribution patterns to
significant environmental variables

3) identify ecological species groups

4) integrate discriminatory ecological species
groups with the other biotic and abiotic
components of the classification.

Ecological species groups have historically been
formed using releves (species lists ordered by
sampling quadrants), tabular analyses, and more
recently by various multivariate numerical
methods (Mueller-Dombois and Ellenberg 1974,
Gauch 1982, Spies and Bames 1985b, Host and
Pregitzer 1991). Multivariate methods include
agglomerative and divisive clustering, and ordi-
nation based on principal component analysis or
its many variants. All these techniques have
been used with varying degrees of success, and
each has advantages and disadvantages. The
tabular arrangement or releve methods require a
good understanding of species/site relationships
and are inherently subjective. Agglomerative
classification methods (which begin with all
stands treated separately and join or fuse stands
based on similarities in composition) tend to be
sensitive to “bad” fusions in the initial stages of
clustering if atypical samples are present (Pielou
1984). Spies and Barnes (1985b) found
agglomerative clustering to be unsuccessful for
forming species groups for the Sylvania Recre-
ation Area, and suggested the use of two-way
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indicator species analysis {TWINSPAN), a
polythetic divisive classification method (Hill
1979). TWINSPAN is designed to construct
ordered species-by-sample tables (also known as
synthesis tables) based on differential or indica-
tor speciles. Synthesis tables are a mathemati-
cally derived equivalent of the vegetation tables
used by Spies and Barnes {1985b). TWINSPAN
may also be used to identify ground-flora species
that are important in discriminating different
levels of classification. Thus, this technique is
one of the more important tools for integrating
floristic data into the classification system.

A second approach to numerical development of
species groups is the ordination of species fol-
lowed by partitioning of ordination space (Gauch
1982). Ordination refers to a logical “ordering” of
species (or stands) along a compositional gradi-
ent. A fundamental assumption behind this
method is that the species compositional gradi-
ent reflects some underlying environmental
gradient that controls species distribution pat-
terns. This is, in essence, indirect gradient
analysis as described by Whittaker (1967).
Ordination space partitioning is performed by
constructing a two-dimensional ordination of
species and by drawing partitions through sparse
regions of the cloud of sample points. These
partitions should complement results from
classification and cluster analyses.

Although PCA is very effective for analyzing
typical multivariate data sets, the analysis of
vegetation data presents some unique problems.
A vegetation data matrix generally consists of
some measure of species importance, such as
coverage, frequency, or importance values ar-
ranged by species and stands. For reasons
inherent to the mathematics of the technique,
the high proportion of zeros in a typical floristic
data matrix tend to distort the second and
subsequent principal axes; this distortion is
commonly referred to as the “arch effect.”
Detrended correspondence analysis (Hill and
Gauch 1980) avoids the problems of the “arch
effect” and axis compression that occur when
principal component analysis or correspondence
analysis are used with vegetation data (Hill
1979). In spite of some recent criticism of this
technique, DCA remains one of the more popular
and widely used techniques for analyzing vegeta-
tion data (Peet et al. 1987).



Although these numerical techniques are in
themselves objective, the choice of techniques,
the use of weighting coefficients, and the deletion
of rare or “noisy” species are subjective decisions.
Therefore, numerical methods are not entirely
objective, and are not meant to be used blindly
as group-generating algorithms. They are,
however, extremely valuable at detecting patterns
of association based on constancy, fidelity, and
abundance in vegetation data, and are important
techniques for the construction of ecological
species groups. Host and Pregitzer (1991) detail
the methods and results from developing ecologi-
cal species groups on the Manistee National
Forest.

Multtvariate Methods for Analysts of Soils Data

Many of the techniques used in analysis of
overstory and ground-flora data are also appli-
cable to soils data. Soils data, however, present
some unique problems. Often, the data are not
distributed normally. Because soils data can be
summarized in a number of ways, it is possible
to extract a very large number of variables. In
addition, soils data have a wide range in values,
from pH measured at a tenth of a unit, to depths
measured in hundreds of units.

Log-transformations of the data will often correct
the lack of normality to some degree. Frequency
distribution plots of individual variables may be
used to determine the shape of the distribution,
and the non-parametric Kruskal-Wallis test may
be applied to show if samples from different
groups belong to the same distribution. Many
multivariate statistical procedures require an
assumption of normality, and the lack of normal-
ity of soils data may preclude their use,

Principal component analyses, as described
previously, were especially useful for analyzing
solls data because multivariate normality is not
required, and continuous or ordinal data may be
used. PCA's were used to reduce the dimension-
ality of soil data sets while retaining most of the
information. The principal components, because
they are linear combinations of the variables,
have sometimes been used in place of the origi-
nal variables as a smaller data set for further
clustering and discriminant analyses (Denton
1985). PCA also identifies variables in the origi-
nal data set that contain the greatest amount of
information, or internal variability among obser-
vations, and hence are best for use in predictive

models. Then, the least informative variables
may be eliminated from further analysis if so
desired (Morrison 1976, Broschat 1979). Plots of
the first several dimensions will display group-
ings of similar sample units, and show outliers
that may also be dropped from the analysis
(Pregitzer and Barnes 1984). Thus, the size of
the data set may be reduced by using the princi-
pal components as new variables or by dropping
less important variables or sites from the analy-
sis.

PCA may be performed on either the correlation
matrix or the covariance matrix. The correlation
matrix has been used more frequently than the
covariance matrix for soils data. PCA’s using the
covariance matrix will place undue emphasis on
variables with large absolute values for means
and variances, and so should not be used unless
variables have similar scales of measurement.
The use of the correlation matrix avoids rather
than solves this problem, but is considered
satisfactory if all the variables used are of similar
importance (Morrison 1976, Chatfield and Collins
1980). It is often difficult to determine if vari-
ables are of similar importance; however, with
soils data, measurements are frequently made on
scales that differ by several orders of magnitude,
making use of the covariance matrix more prob-
lematic than the question of relative importance.

Examining the coefficients for each variable (also
known as weights) permits identification of the
variables that are most important or that ac-
count for much of the variation among sample
sites and would be best for use in additional
analyses or in predictive models (Pregitzer and
Barnes 1984). Important variables may also be
identified by examining the correlations of the
variables with the principal components. The
variables with the greatest correlations with the
first principal component will be the most impor-
tant, expressing a large amount of variation in
that dimension. The variables with high correla-
tions should be the same ones that had the
greatest coeflicients in the principal components
equation.

Correspondence analysis and detrended corre-
spondence analysis were described in a previous
section. These techniques may also be applied to
soils data, and results will usually be similar to
PCA. When CA and DCA are used with soils
data, the individual soil variables are assigned
the equivalent of species codes in vegetation
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analysis. Thus, the sample-by-species ordination
common in vegetation analysis becomes a
sample-by-soil-variable ordination. The advan-
tage of using these techniques with soils data is
that plots of site ordinations may be overlain
with plots of soil variable ordinations, to identify
those soil variables that influenced the ordina-
tion of individual sites.

Linear Discriminant Functions _for Assigning
Stands to Classification Units

Linear discriminant analysis (LDA) may be an
important class of methods to be used after
development and validation of an EC&I. LDA’s
are designed to classify new observations (e.g.
unknown forest stands) into an existing classifi-
cation structure. To illustrate, say that previous
methods have led to the definition of 10 unique
ecosystems. All sample observations have been
assigned to one of the 10 ecosystems, and means
and covariances have been calculated. Further-
more, assume that the probability of assigning a
new observation to ecosystem ‘I’ is the same for
all 10 ecosystems. Then, with LDA, it is rela-
tively stmple to use the variables that define the
ecosystems to develop a set of decision rules. As
each new observation is measured, its values are
plugged into the decision rules, which assign the
new observation to one of the 10 ecosystems.
The advantages should be clear.

There are several reasons not to use LDA during
the initial stages of developing a classification
system. First, LDA assumes multivariate nor-
mality, which is very difficult to test for in large
data sets. Second, LDA assumes that the parent
populations (the individual ecosystems) have
equal covariance matrices. This assumption may
be rejected conceptually, but it should be tested.
Unfortunately, the small samples usually associ-
ated with EC&I development impede tests for
equal covariance. Third, if the samples used to
develop the decision rules were incorrectly
assigned to the known populations, the decision
rules are invalid. This means if a stand is incor-
rectly labeled as belonging to ecosystem A, when
it truly belongs to ecosystem B, then it disrupts
the mean vector and covariance matrix for
ecosystem A. Because the original populations
are erroneously described, any decision rules will
be in error. Fourth, a common assumption is
that each population has an equal probability of
being sampled. If this assumption is violated,
the decision rules can be drastically changed.
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For these reasons, linear discriminant analysis is
recommended for use after the classification has
been developed, tested, and verified. Waiting
until these steps are accomplished should elimi-
nate errors in classification, allow better esti-
mates of a priori probabilities, and resultin a
larger sample to use for testing multivariate
normality and equal covariance matrices.

ECOLOGICAL CLASSIFICATION AND INVEN-
TORY DEVELOPMENT

The Manistee Ecological Classification and
Inventory follows the hierarchy proposed by
Bailey (1987) and outlined in the Forest Service
Manual (FSM 2060). The upper levels of the
hierarchy are structured according to climatic
and regional physiography. Albert et al’s (1986)
climatic and physiographic classification of
Michigan, combined with previous geomorphic
studies of Michigan (Farrand 1984, Martin 1955),
formed a preliminary basis for the primary
stratification; this work was augmented by
detailed research specifically on the Forest
(Cleland et al. 1993; Host 1987; Host et al. 1988;
Host and Pregitzer 1991, 1992; Zak et al. 1986).
Lower levels of the hierarchy were structured
using (1) local geomophology in conjunction with
mesoclimatic gradients (Landtype Associations),
and (2) local soil and physiography in conjunc-
tion with floristic patterns (Ecological Landtype
Phases).

Landtype Associations

Albert et al. (1986) stratified the Manistee Na-
tional Forest into four climatic/physiographic
districts or subdistricts. They recognized that
the climatic transition from the lake effect zone of
Lake Michigan to the interior highlands is quite
gradual, making it difficult to determine exactly
where delineations should be placed. Climatic
boundaries were therefore placed along physi-
ographic features such as moraines and major
drainages.

We felt that the land managers on the Manistee
National Forest needed information at a finer
scale than that provided by the Albert et al.
(1986) stratification. Therefore, the Subsection
level of the classification hierarchy, as described
by Bailey (1987), was developed based on subdi-
visions of Albert et al.’s (1986) map of Regional
Landscape Ecosystems. Division of the units



was based on climatic and physiographic differ-
ences that did not differentiate among areas at
the larger scale. Subsection level classification
units are described, and the basis of their devel-
opment is discussed, in the Huron-Manistee
National Forests’ field guide (Cleland et al. 1993).

Landtype Assoclations (LTA’s) were originally
developed in the mid-1980's for use in developing
the National Forests’ Land and Resource Man-
agement Plan. The task was accomplished by
photointerpretation of aerial photos at the 1
inch=1 mile scale, delineating along physi-
ographic formations. These original LTA's were
not nested into the upper hierarchical levels of
the classification system at that time.

The landscape of northwest Lower Michigan is
geomorphically complex, resulting from initial
glacial deposition modified by subsequent large-
scale erosional events. Host et al. (1988) identify
two distinct ice-edge positions occurring NE-SW
across the Manistee National Forest. The result-
ing landforms are characterized by extensive
moraines and isolated sets of ice-contact hills in
an extensive matrix of outwash sands. Based on
differences in geomorphology and its effect on
vegetation, we nested the original LTA's into the
Subsection classification, and defined them
individually for each Subsection. The result of
these combined analyses, at the Subsection and
LTA levels, was a set of ecological types tailored
to the climate and physiography of northwestern
Lower Michigan, at various scales used in differ-
ent levels of planning and management on the
National Forest. Subsections and LTA's are
described in the fleld guide (Cleland et al. 1993).

Climatic and geomorphic analyses are critical in
developing a hierarchical classification. In many
cases, previous research and inventories may
provide a strong and possibly complete basis for
identifying and defining the Subsection and LTA
levels of the classification. Persons working on
ecological land classifications should evaluate
and apply existing regional-scale information.
New research can then be directed toward gath-
ering additional information to more fully delin-
eate and describe LTA's for specific National
Forests.

Ecological Landtype Phases

Within the LTA level of stratification, Ecological
Landtypes (ELT's) or Ecological Landtype Phases

(ELTP’s) are defined by integrating physiographic,
floristic, and edaphic data obtained through fleld
sampling. Because each of the ecosystem com-
ponents is characterized by many variables (e.g.
individual ground-flora species, numerous soil
and physiographic measurements), the synthe-
sized groups produced through the multivariate
analyses described earlier (e.g. ecological species
groups or dominant PCA axes based on solls
variates) provide an interpretable quantification
of the degree and nature of variation in each
ecosystem component. Although the simple
crosstabulation or factorial approach based on
ecosystem components (i.e. all species groups
crossed with all edaphic classes) may be used in
identifying ELTP's, we have found that this
approach produces a large number of ecologically
unrealistic units. The most workable and func-
tionally interpretable ELTP’s are formed by the
development team and experts in respective
ecological disciplines working together to inter-
pret and integrate the components based on
knowledge, experience, and interpretations of the
univariate and multivariate analysis of the data.
This human element in the classification, while
arguably subjective, allows incorporation of
insights relevant to forest classification and
management that may not be evident in data
analysis (Wickware and Cowell 1985). Although
the statistical methods described above are
essential for handling the volumes of different
types of ecological data generated in these stud-
ies, they are not sufficient to develop ecological
land units ready for use in a management set-
ting.

ELTP’s on the Manistee National Forest were
developed by integrating the ecological species
groups with selected soil variables (primarily soil
texture, B horizon development, and the pres-
ence, absence, or degree of textural banding or
subirrigation present within the upper 4.5 m) in
association with local physiographic conditions
(slope and aspect). ELT's were developed by
combining ELTP’s with similar ecological species
groups, soil moisture and nutrient status, and
overstory composition.

By identifying relationships between ground-flora
composition and soil variables, we are able to
simplify the field mapping process. Presence of
the Osmorhiza ecological species group, for
example, has been found to be consistently
associated with the presence of soil textural
banding. Thus, when this group is present, there
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is no need to auger to detect the presence of
bands. The Maianthemum group, on the other
hand, occurs on both banded and unbanded
sites; and augering to detect banding is still
needed to determine the ELTP.

Methods for EC&I Validation

The Manistee EC&I has been validated through
field application and inventory. It has not yet
been validated, however, through collection of an
independent data set within the study area, data
interrogation, and comparison of results to initial
analyses. Collecting additional data and con-
ducting additional analyses is the most objective
means of verifying a classification system. This
method of validation is desirable from a research
perspective, and should be conducted as part of
continued EC&I development and refinement.

A classification system should repeat several
cycles in its development, testing, and refinement
before being adapted for use. Measures of
accuracy and goodness of fit are quite optimistic
when based on the data used for model develop-
ment (Mosteller and Tukey 1977). Therefore,
model validation is more acceptable when per-
formed on an independent data set. Alterna-
tively, when the sample is quite large, a small
portion of the data may be withdrawn from model
development for eventual use in model testing.
The data withdrawn become the independent
data set.

An ecological classification system, however, is
not a predictive model in the sense of producing
a single estimate based on input values. There-
fore, the battery of procedures available for
testing predictive models (Picard and Cook 1984,
Reynolds 1984) and for nonparametric estimates
of prediction error (Schreuder and Anderson
1984) cannot be applied. Still, the idea that the
modelers should attempt to “...derive an expres-
sion for the maximum anticipated error...that
might result when the model is used for predic-
tive purposes” (Reynolds 1984) has real merit,

Spies and Barnes (1985a) used discriminant
analysis to evaluate the “distinctness” of 25
ecosystems in Michigan's Upper Peninsula. They
did not test the robustness of the ecosystem
classes, but instead evaluated the discriminating
strengths of the different ecosystem components.
Once the integrity of the ecological classes has
been tested, and if assumptions of multivariate
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normality and equal covariance matrices are met,
then discriminant analysis is recommended.

Arno et al. (1986) suggested two procedures for
testing and refining a successional classification
for western Montana. The first consisted of a
“second approximation,” essentially enlarging the
sample and repeating the analysis. The second
consisted of fleld tests by an independent investi-
gator.

The procedures recommended in this section
focus on testing the integrity and robustness of
the ecological classes. One procedure uses the
original data set; the other two require additional
field sampling and are similar to the procedures
suggested by Arno et al. (1986).

A. Test robustness of the original classification
by using the original data and a procedure
similar to cross-validation. The intent is to
determine if the classification is dependent
upon any individual sample unit or subset of
sample units.

1. Cross-validation in modeling is data-
intensive, but relatively simple. Leaving
out one data point at a time, the model is-
fit to the remaining points and then used
to predict the excluded point. The aver-
age of predicted errors for all n points,
leaving out one at a time, is the cross-
validated measure of predicted error
(Efron and Gong 1983).

2. As mentioned above, the EC&I does not
predict a single value with an associated
predicted error. Therefore, a method
similar to cross-validation is suggested,
realizing that it will produce only a sub-
jective test of robustness. A random
subset (one or more stands) of the original
data is removed from the data set. The
procedures used to develop the ecological
classification (e.g. principal component,
two-way indicator species, and detrended
correspondence analysis) are repeated on
the reduced data set to produce new
ecological classes. The process is then
repeated with a new random subset being
removed.

3. If the ecological types change due to
elimination of one or more samples, then
the classification should be challenged. If



the original classification was robust, and
is not sensitive to specific sample units
{stands]} being present, the “new” ecologi-
cal classes should be quite similar to the
original ones. This is a more time-inten-
sive process than cross-validation for
modeling because several procedures are
used to develop ecological species groups
and ecological classes.

4. Procrustes analysis (Digby and Kempton
1987) may be used to compare multidi-
mensional ordinations from correspon-
dence analysis or other ordination meth-
ods.

B. Apply the original classification procedures to
an expanded data set. Given the relatively
small sample used to develop the Manistee
classification system, we strongly recommend
this step.

1. The intent is to take additional samples in
each of the sample strata (ecological
classes). Stands not selected for the
original sample from the strata sample
frames may be used if the original strata
are still intact (i.e. the strata have not
changed as a result of the classification).

2. The new samples are combined with the
original data set, and the analytical
procedures used to construct the classifi-
cation system are applied to the expanded
data set. The resulting classes are then
compared to the old system to see if the
original ecological species groups, over-
story groups, etc., have been recovered.

3. The classification system is then modified
as necessary, based on the new analysis.
These steps are then repeated; the classi-
fication system should be in a continuous
state of refinement by testing.

C. Test mapping accuracy in the field. Land-
form, ecological species groups, and soil
characteristics are used to define the ecologi-
cal units in field mapping (Spurr and Barnes
1980). Once mapping has begun, select
stands at random from the mapped areas to
test the accuracy of the classification system.
This is really a combination of testing the
ecological classification system developed and
testing the mapping procedures.

1. Stands are sampled at random, within
each ecological type, from areas mapped
using the ecological classification system.
Information is collected by intensively
sampling vegetation (overstory, under-
story, ground), productivity, and soil
characteristics. The field procedures are
the same as those used to collect the
original data for classification develop-
ment.

2. Mean stand values for the individual
variables in each component are com-
pared to the means developed from the
original classification. If the data can be
considered multivariate normal, then
Hotelling’s T2 statistic can be used to
comparethe means of each component
(soil, overstory, understory, ground
vegetation) from each stratum to the
hypothetical population means—the
mean values derived from the original
data set.

3. Significant differences between the vec-
tors of means may be due to errors in
mapping or classification. The source of
the differences must be determined, and
mapping procedures or the classification
system must be corrected.

EC&I Field Guide and Key Development

A field guide and key that contains all the infor-
mation necessary for field personnel to use the
classification system should be developed. The
field guide should describe the hierarchical
structure of the classification, present maps of at
least the upper hierarchical units, and provide
descriptions, characterizations, and interpreta-
tions for each of the ELTP’s identified. It should
also include a key, so that unmapped units may
be identified in the field. A well-constructed key
should reflect the hierarchical nature of the
classification; it should begin with those features
that key to the LTA level and finish with charac-
teristics that identify individual ELTP’s. The key
should be supplemented with supporting infor-
mation, such as plant illustrations, descriptions
of soil variables and characteristic soil horizons,
and definitions of the various ecosystem at-
tributes. The field guide can be prepared both in
a loose-leaf format as well as in digital, hypertext
format. The hypertext format has the advantage
of being readily updated, easily distributed, and
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able to be linked with extensive supporting data
bases and forest/wildlife management expert
systems (Rauscher and Host 1990). The field
guide for the Huron-Manistee National Forests is
available from the Huron-Manistee National
Forest. A hypertext version is under develop-
ment (Rauscher and Hacker 1989).

EC&I Information Management

To date, paper maps and relational data bases
have been the primary tools for managing EC&I
information. Such information is inherently
spatial in nature, and the cartographic units
produced in the mapping process contain infor-
mation on the means and variances of several
ecosystem attributes. These types of spatial data
bases are well suited to manipulation and analy-
sis with Geographic Information Systems (GIS).
GIS provide a means to link multiple relational
data bases to the physical map units, allowing
complex analyses to be conducted. For example,
a GIS data base can be queried to produce a map
of all northern hardwood stands of a particular
slope and drainage within one-fifth mile of a river
and one-half mile of improved road for locating
potential recreation sites. Such analytical capa-
bilities are important for both strategic and
tactical forest planning.

Because ground flora is an essential part of the
classification, GIS allows information on the
availability of vegetation important to wildlife
management or maintenance of biotic diversity to
be placed in a cartographic framework. Under-
standing the spatial relationships of ecological
land units at various scales has important
implications for developing landscape design
strategies (Johnson et al. 1991). Although GIS
methods have been available for some time,
ecologists and land management agencies have
been slow to utilize the descriptive and analytical
powers of GIS (Johnson 1990). The spatial
nature and multifactor information contained in
ecological land classification make the combina-
tion of EC&I and GIS technologies a primary
forest management tool for the coming decades.

SUMMARY
The Ecological Classification and Inventory of the

Manistee National Forest was developed by
stratifying the landscape to identify climatic and
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regional physiographic units, and then by inten-
sively sampling the salient ecological compo-
nents: overstory, ground flora, and surficial and
deep soils. Univariate and multivariate analyses
were used to examine the underlying variance
structure of the individual data sets as well as
correlations within and among these data sets.
Classification and ordination procedures were
used to group stands of similar floristic composi-
tion and soll properties. Ecological species
groups were identified. These groups of stands
became preliminary ecological types, which were
further refined through continued analysis and
field test mapping. Input from research scien-
tists, field foresters, and forest management
personnel was critical in developing classification
units. Each ecological unit was described and
interpreted; and a comprehensive fleld guide was
developed. Ecological units were validated by
conducting jackknife procedures on existing
data, classifying new samples, and field testing
mapping accuracy.

This sampling and analysis protocol can be
generally applied across forests of Eastern North
America; specifics of the sampling design and
variables measured will likely change across
macroclimatic and physiographic boundaries. In
all cases, however, highly accurate field sam-
pling, care in data management and analysis, the
combined experience of a multidisciplinary
development team, and ongoing validation and
refinement process are needed to ensure a robust
and effective ecological classification.
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Site Description

HURON-MANISTEE STANDmﬁwéiw“»~Qm
ECOLOGICAL CLASSIFICSTION SYSTEM

AFFEHFEFRREFXREFER MARTER FPLOT DOCUMENTATION 2 CHECKLIST dmm &.17 .37 %xx

DATE L_ar:m::o%z/_gi crew G DZ SN recorpeR.

o e o e T T S A it e S e T s v e o o o o, A b TS SR i, S i o . i o o S T o st s e S i e o h o

LOCATION (REFER TO_SECTION UIQGRAM)A[L/{ /WV/Z&SG 22w -— ————
S iES. [E ok 220

: 1Dc2%c J2” Dbkt 1
257 b (7 R2 75 4l (40 B2 300 ar Lo A2 ) )
DE at (TAAZ PS5 at [ 78 A2 L3 AT S AZ 3

HRAER XX AR LR XFEEX FORMS COMFLETED ## 9% %X %X A BN CXRER IR T L TR FFFRF XS HF F 2L N%
(INDICATE F FOR FLD CrD aND/OR FOR &LL COMELETE:

V. TOFOBRAFHY/GEOLOGY/LANCTGEM _ SGIL PIT RATA _W‘_{AUGEF“ HOLE €01IL T

e

v~ 31 DaTa __ SOIL SAMPLING DATA

FRODUCTTIVITY. DATA _}[FLORIS‘TXCS DaTA

FRERFFEEF RN ERFFNE QCTIVITIES COMFLETED (R #FARX X H RN T AT S0 LANRF L XA A A EFH
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LOCATED OM TOFG SHEET o

LOCATED ON FHOTE # .

. FHOTCS TAKEN. (FHOTO #,DATE, CAMEZA, PHITCRRARHER, 3, ,
ERIES DESCRIF. OF SUSJ. % LOTATION)
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Overstory

PRODUCTIVITY DATA SHEET: ECS INVENTORY

Stand xx BAF xx
Point number xxx

Direction from soil pit

Recorder

Date xx/xx/xx

/

Distance from soil pit

/87

ch.

Tree| Species| dbh [total
No. ht
XX XX.X| XXX

4
w

W00~y W

Total BA/acre:

merch
ht
XXX

Merch. BA/acre (>3.5"):

crown
ratio

crown{10-yr
class|growth

3
v

X.X

bbbttt b4+
T TrrIrrorrrTT

age @
dbh
XXX

-4
LR

b3 tud
TTrTrTrTyY
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index
XX

bbbt
TrTTT

+
T

SR 00 WO TN UK O N T0 T8 T U0 WA NN N0 106 T 00 3
r T T TTT T T T T T T T T

R
T
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02
03
04
05
06
07
08
09
10
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ECS PRODUCTIVITY SAMPLING

Field Procedures for Summer 1986

Codes for Productivity Tally Sheet

A. Crown class: use the following codes -

U B WN e

B. Crown ratio:

O VO ~NONU S WHN

C. Speciles codes:

Jack Pine

Red Pine

¥White Pine
White Spruce
Balsam Fir
Black Spruce
Tamarack

N. White Cedar
Hemlock

Other softwoods

: open grown,
: dominant (light from above, sides)
: codominant (light only from above)

intermediate
suppressed or overtopped

isolated

use the following codes

live crown <= 10%

11%
21%
31%
41%
51%
61%
71%
81%

AAAAAAAA

crown
crown
crown
crown
crown
crown
crown
crown

ratio
ratio
ratio
ratio
ratio
ratio
ratio
ratio

of

<=
<=
<=
<=
<m=
<=
<=

used to code missing

11 Black Ash
12 Cottonwood

13 Silver Maple

14 Red Maple

15 Elm (all)

total tree height

20%
30%
40%
50%
60%
70%
80%
90%
data

16 Yellow Birch

17 Ba

sswood

18 Hard Maples
19 White Ash
20 White Oak

21
22
23
24
25
26
27
28
29
30
31
32
33

N. Red Oak
Black, Pin Oaks *
Hickory spp.
Bigtooth Aspen
Quaking Aspen
Paper Birch
Plantation (RP)
American Beech
Black Cherry
Ironwood
Noncommercial
N. pin oak **
Swamp white oak

* Quercus velutina & Q. palustris

%% Quercus ellipsoidalis



Random azimuths for transect direction

Az Az Az Az Az Az Az Az Az Az Az Az Az Az Az Az

211 109 248 280 6 51 114 318 71 88 354 275 180 140 256 288
14 329 352 87 208 11 216 317 211 85 259 89 293 345 230 158
245 341 70 26 106 241 264 32 217 136 159 350 68 69 192 190
40 4 38 275 81 41 335 29 41 208 39 112 112 80 223 274
311 260 290 205 30 77 355 51 11 75 181 287 197 11 73 122
312 350 201 71 247 120 14 286 276 189 200 340 10 356 236 102
352 349 289 40 93 175 40 16 13 200 167 213 90 7 158 45
50 204 195 252 297 128 314 185 178 111 151 247 226 66 84 330
300 89 199 72 297 42 100 111 198 55 266 23 233 175 287 137
261 52 172 75 232 328 190 115 293 218 318 348 110 30 45 126
333 310 105 174 278 335 286 19 339 32 210 245 135 185 349 97
150 347 244 250 42 174 79 236 284 166 203 213 245 9 281 112
12 66 288 44 80 133 179 269 148 127 190 349 266 87 169 198
245 181 245 181 73 22 358 317 327 242 220 290 131 286 283 320
23 337 298 66 348 134 179 225 102 251 282 184 70 309 340 265
149 158 166 153 357 32 320 35 14 141 164 79 228 359 307 173
272 107 152 230 88 122 70 44 204 29 252 283 166 169 11 309
125 269 348 165 93 79 80 222 225 82 126 177 22 192 245 105
246 235 50 239 239 63 131 98 309 184 270 177 287 191 174 197
70 80 300 346 74 113 296 346 346 106 303 73 69 238 232 244
197 160 49 72 205 141 134 172 351 272 88 27 268 289 214 283
233 39 47 270 257 354 47 93 56 221 111 241 147 197 198 343
120 117 87 191 247 254 37 17 172 340 222 14 295 309 33 115
191 2 215 301 289 270 339 300 161 293 286 263 134 150 15 160
199 141 42 93 62 322 317 119 161 290 51 340 191 206 244 286
179 44 43 163 114 123 235 336 79 13 34 243 99 142 156 44
2 93 254 335 310 175 257 218 90 155 24 149 128 63 320 80
122 312 197 153 193 195 10 305 189 111 78 108 319 186 227 314
167 159 336 41 314 78 209 68 334 181 332 347 326 343 143 130
294 313 261 339 43 319 204 30 253 49 221 360 185 64 25 176
248 24 200 60 58 262 323 57 296 84 30 11 120 344 304 315
247 126 225 37 110 100 55 211 332 293 257 86 214 134 165 239
98 273 220 78 235 205 168 37 30 151 317 142 130 155 257 179
189 321 19 324 312 22 286 352 176 95 335 244 303 163 126 54
30 327 293 356 149 287 185 76 57 334 179 163 142 246 223 109
71 300 282 88 4 36 286 119 190 50 181 321 238 137 149 326
242 344 7 259 120 224 89 318 60 244 195 234 351 172 53 351
86 206 266 143 167 56 99 77 109 168 289 127 99 224 113 234
10 90 73 144 158 24 255 45 76 231 55 287 171 138 10 97
281 201 294 82 198 216 68 184 77 117 68 214 233 341 139 55
290 123 64 27 265 268 331 159 244 306 321 54 195 154 291 350
64 53 266 291 290 166 278 329 119 197 356 130 294 338 199 80
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Stand-Level Site Index Information

STAND LEVEL SITE INDEX INFORMATION

Stand xx Date xx/xx/xx / /87
Point number xxx Recorder
S.I. species [xx]
Specles| tree | age @] total Site
No. dbh Ht. Index Comments
XX XX XXX XXX XXX
Comments:

o o S A A I e o i B e B o b B R

Methods:

1. Measure total height and age at dbh on a minimum of two dominant

trees per species
2. The site index trees from the four subplots may be used here, just
copy the data and make a note to subplot and tree number in comments.

3. If tree cores show suppression, the tree is rejected.

4. Do not leave the stand [2.47 acres] when looking for SI trees.
5. Species to look for:

low sites: black oak, pin oak, white oak
medium sites: black oak, white oak, n. red oak

high sites:

n. red oak, white ash, sugar maple



Ground riora

HURON-MANISTEE Attachment 5
ECOSYSTEM CLASSIFICATION SYSTEM

STAND J04 . SUBPLDT_fZ“M. DAaTEG e =8¢ . cégw,e%

FLORISTICS

VEBETATION STRUCTURE: BERERAL NOTES: /- —-‘i :____5__7_29_70_;_;2__@5 SUMMEeEL —
LAYER COVER
CLASS CHELK LIST

1. Moss-creeper {_e """"""""""""""""""""""""""""""""" YES STRUCTURE <
2. Herbaceous Z SPEC LIST o
3. Shrub-sanling /0 _ FRER FRANE o7
4, Szail tree 0 REGENEPATION
5. Sub-dominant = & NIK H SANPLES
6. Dominant @_ ___________________________________________________________________

KEISHT OF mracken: 70 37 40 37 36 37 an

HEREAFUHREAXRFRREABFH R IR HAEEXREPFH AR A A XXX REEXRERFKFE SRR R R F AR AR ERRE AN

SPECIES LIST

FREBUERCY 1 FREQ COVER FREBUERCY 1 FRER COVER
1 23 45 & CLASS 1234535 % CLASS

FORBS ERASSES

fgropyron repens

fctea pachypoda

] 1 1] 1 ] 1 ] ] ¥ 1 1) 1 1 |} [ 2 1
l‘- - _-l‘_“_l_‘i LN i l_-_-_) 3‘5 — _-!_'l__)__l |___-I l____'
Agrimonia oryposepaia SR S B S S T T S T ! Aorogyron trachycaulva & 4 0V 4 1V __ v a___}
Antennaria neglecta SR R TR VU P S B T N i horostis gigantea NS SO VO VU NS DU U TS A S
Antennaria plantaginifelia +__1_3__0_V__i__V 1______ Yo i herostis hyeaalis R TS L TS IS SO B DS A A
Arzbidopsis thaliana R R TR U B A T S N } herostis stolorifera R R TR T A DO T SO O B
frabis droaaondii AR T U TN S T T S N | hndropogan sceodrius 4 d_ 4 bV d_ v h____ b i____}
frtesesia caspestris S TR TR VR SR TS R S S N ! Andropegocn virelpices 1t bV b v a___vh___}
Ailiva tricorcua SR AR TR TR L TS T T Yo i frictida basirasea S TR T TR T OV I S B B
fralia nudicaulis LS T U T SO T B S : LR T L JUE TS U A TS 2 O
) 1 1 ] 1 1] ] 1 1 1 ¥ 1 I i 1 1
¥ ¥ H ' L} ) 1 ) 1 1 ] 1) 1] L ¥ q

Brosus inarais

frissems atrorubans
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Soils w
HURON-MANISTEE ECS STAND NO &

##xrirrrrdr SOILS DESCRIPTIONS dmm 6£.10.87 X3 Rirtd % fsrsrssrirarrsresrn

MASTER PIT ____SUEBPLOT 3 (no)
DATE ZZ/:?«_/jj/ "DESCRIEER ___ RECORDER
sgIL SERIES: ___________ _—o—ooTOa s
FHpSgS:
DEPTH OF DUS PIT DEPTH OF BA // Q¢ SLOPE(to pit) 1
DESCRIPTION OF FOREST FLOOR AND SOIL HORIZONS IN PIT
SAMPLES
HORIZ/  DEPTHS DEPTH STRUCT  CONSIST  TEXT. COLOR  ROOTS GRAVEL OTHER: SKINS, MOTLS CHK OFF
STAATA | (ca) : ! I T P01 102 ! (3 ! CEM, X,PORES,COMCR | 30 LAB
_______ R A R R R K ! ; R R
I p o5 ! ! : : ! : R
A -1 S R R R N
H o v/ 5 o o L L b L L Co
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A 085 B5 i i S G et
9.54%
E 1 R595:. 37 & o S Ml
vE Sk
EﬁMé‘Ztgﬁ /‘/ o MR S Tala L o R
: S8 Y- S, 3
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P52y 88-79 1 R] W _____ ! YD HELSTRNONC
""""" 3 gy ran
Grl79-98 19 é; _______ @._5.-_:4/; S
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o C GF-407 1 > |Aem cm‘f 4“7 pHLE /0 Soey 1
"""" B~ i %‘a‘rv‘z’f S
] 1 ] ] ] 1 1 ; =’-_‘=
$ ) 1 1 ] 1] 1 3 ] ; _*’.-;—-—:‘---—:
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EFFECTIVE RO ms bETH e 0 (ca)
REHARKS: ___m__cé-.@gce-aéé&ﬁc/ Lﬂéﬂﬂﬂé LANEE Y] COOLS AT
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APPENDIX B

PRELIMINARY DATA SUMMARIES
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Overstory Stand and Stock Tables

Stand number: 36

——————————————— SUBPLOT 1
Species BA
White Ash 10
N. Red Oak 50
Beech 10
Black Cherry 10
Subplot mean 80
MAI= 39 cf/ac/yr (gross)

10 yr PAI: 49 cf/ac/yr

Stand number: 36

——————————————— SUBPLOT 2
Species BA
White Ash 30
N. Red 0Oak 10
Beech 60
Subplot mean 100
MAI= 48 cf/ac/yr (gross)

10 yr PAI: 57 cf/ac/yr

Stand number: 36

_______________ SUBPLOT 3
Species BA
Basswood 50
Sugar Maple €0
White Ash 30
Black Cherry 10
Subplot mean 150
MARI= 81 cf/ac/yr (gross)

10 yr PAI: 87 cf/ac/yr

identifier: New 2-8
SUMMARY —====—m—mmmmmm

NOT MDBH VOL ST

21 9.3 310 0
46 14.1 1658 76
99 4.3 68 o]
16 10.8 284 60
182 9.0 2320

age= 60 yrs

0.13 inches/yr dbh

identifier: New 2-8
SUMMARY = = = o o e e o o e e o e e
NOT MDBH  VOL sI

45 11.1 916 78
9 13.9 344 83

80 11.8 1675 0
134 11.7 2935
age= 62 yrs

0.13 inches/yr dbh

identifier: New 2-8
SUMMARY me=me e e e e
NOT MDBH VOL SI
73 11.2 1728 0
205 7.3 1573 66
53 10.2 1096 85

17 10.4 307 79

348 8.9 4705
age= 58 yrs
0.13 inches/yr dbh



Stand number: 36 identifier: New 2-8
——————————————— SUBPLOT 4 SUMMARY =——-==—=m———eeee

Species BA NOT MDBH VOL SI
Red Maple 10 11 12.9 343 78
Sugar Maple 10 68 5.2 0 0
White Ash 10 13 11.9 342 0]
N. Red Oak 20 14 16.0 735 83
Beech 10 26 8.4 0 0
Subplot mean 60 132 9.1 1419

MAI= 23 cf/ac/yr (gross) age= 63 yrs

10 yr PAI: 30 cf/ac/yr 0.14 inches/yr dbh
Stand number: 36 identifier: New 2-8

————————————————— STAND SUMMARY: PER ACRE MEANS ——-—-—-—-———-—-u

Species BA NOT MDBH VOL SI RF Iv
Red Maple 3 3 12.9 86 78 25 29
Basswood 13 18 11.2 432 0 25 47
Sugar Maple 18 68 6.9 393 66 100 152
White Ash 20 33 10.5 666 82 50 87
N. Red Oak 20 17 14.5 684 80 50 79
Beech 20 51 8.5 436 0 75 121
Black Cherry 5 8 10.6 148 70 75 84
Overall mean 98 199 9.5 2845

Std. Error 19.3 50.9 693.8

CV% 40 51 49

MEAN MAI= 48 cf/ac/yr (gross) age= 61 yrs

MEAN 10 yr PAI: 56 cf/ac/yr 0.13 inches/yr dbh
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Ground Flora Data Summary

ECS Ground Flora Summary

SPECIES

COVER

%

March 1987

MEAN

RANK

Acer rubrum

Acer saccharum
Actaea rubra
Amelanchier sp.
Aralia nudicaulils
Arisaema triphyllum
Carex pensylvanica
Carex sp.

Carex tenera

Cornus alternifolia
Fagus grandifolia
Fraxinus americana
Galium triflorum
Hamamelis virginiana
Hieracium aurantiacum
Hystrix patula
Lonicera canadense
Lonicera sp.
Maianthemum canadense
Medeola virginiana
Mnium sp.

Oryzopsis asperifolia
Ostrya virginiana
Populus grandidentata
Populus tremuloides
Prenanthes alba
Prunus serotina
Quercus rubra

Ribes cynosbati
Solidago caesia
Streptopus roseus
Taraxicum officionale
Trientalis borealis
Trillium grandiflorum
Unknown grass
Viburnum acerifolium

O N

AAAAAAAAA

AANAAAAAAAAAAAAAAAANAAANAAAAANA

2

Number of species =



Soil Data Summary
SOILS DATA FORM FOR/USFS ECS RESEAFCH (JEH/2.83) Pg = Stand __4-

e e

Unifora Coding Conventions: slash-b seans unkngan/sissing, blank mzaas not applicadle, 300 seins bdelow 50ca

ped22 SDAPHIC/GEDLOSIC PROFILE VARIABLES #3333 4334330433833 43 4000000300 042 F000 40442000838 (gdor 6 Bate "//7?Z

et Stand Muader (1-60) % File §

Stand Pit/Plat 4 Plot | Plot 2 Plot 3 (use Ind fora for piots 3 % &)

G G Gy g?: Gy Sail Taxonosy Series Code (see lagend)

ML M MU @ b ALY Soil Mapping Unit Code (See legend)

T A0 iamal A B G2 Thackness (ca) Res

LSl & TG E B T AL thickness (ca) Y

P 13 0Ys iz oYe 3t iz~ valuz

Pt s e gl daeia B Thickness (ca) ROB . _

M H s i R 1o Thickness Codz (0=abseni; .1=disc §-.13ca; [=.15-1.23cq;
2=1.23-5ca; 3=3-10ce; 10=10+cai

:? e !":‘—Mﬁ I S avinass (=nsa-wavy; l=wary; Gsuaily thick > § cm or 2°)

) :1:,3'.‘5: R Vmis) imsh s Texture of uppar J0ca (12, use doainant text ra Pegeneration!
otz g T i 18 B Depth to (ca) Ree__
e i WP i Wio %6 Bl Intensity/davelopsent of Bs, Bhs, Fh)

_ P (1=7.5¥83/6 or lignter; 2=act | or I} 3=darker than 7YR4/4=])
d
1 9 ] iy 114 Value
AT - N U S I~ P 10 ol _l Bs Thicknass {(ca, 0 if absant) Rea
L o o =l et Thickness cade (0=-45; 43=353-37; 80=00-7%; 73=7S¢)
VS dehladt g b ettt totai U Bhir Thickness (ce, 0 if absent) Res -
R Ry Lo =t el Tnicknass code (I=-44; 43=45-35; 60=6u-7%; 753375+}
25 HEATIeS g HE.B-Y Wims,) s B foainate Tertura (use doainant texture dateraining grosth)
0 37 zd JAA el C depfP fo
PATWIR b b ity s Degth to-Groundwater Table ar Motile s lof chroaa(=l) (o)
RS SA €4 TR T U N R N U N O Soi_bib ait_t b Depth o aattles indicating seasonal high watar tale (ca)
R R TR SR LRI Sai! drainag2 Ciass Cade (Se2 lega~d and diagraa)
topied Ligt o mi 1MSE @ist Dosinant texture tap 1S0ce (4,92 ft)
i paan ims I OY imis) Jeatnant texturs 150-4%uca (4.92-14.76 #t)
SRLHN Rt 1imey ms I Doainant texture of snil % strata to 430ca
W bot s Y {0 Banding/varve Cada (0=absent; l=varves; Za(3ca, $=5-10cs; 10={5+ca
RIS AT TR R DRI Thin band ((Sca or 2°) Depth to ia ce
Y R P i R Texture of Thin Band
RN P T I R IR IR Hadiua band {Sce - 13ca or &°) Degth - in ca
RPN R R R AR Testure of Medius Band
TR S S N T O I I3 Gt Thick band O13ca or %) Degth to in ca
it R R RS i Texture of Thick Band
IR R R LR B IR Taxture of heaviest band
IR R R R fa Pradosinant Banding Texture (blank, VFS, LS, &, SCL=SCL/heavier)
i ahice IR R LRI i Depth fca) to accusulate VFS banding over 13ce/5" Ehick {500znone}
o R IR i i Depth (ca) to accusulate LS banding over 15ca/a® thick
AR SR IR R R Depth (ca) to accusulate SU banding over {5ca/d® thick
e IR IR Al IR Dentn (ca) to accumlata SCL or hesvier banding over 15ca/é* thick
N el 19 -] b-d § retaining discontinuities to depth of 130ca/$.92 ft
Heai it o} 4 - o § retaining discontinuities to depth of 430ca /19.76 ft
Ao i it vt 4ty Depth fca) to HIT O1%ca (8%) thick, SCL+, with gravel; 30d=ncne)
AiG an ansTr i TnTy DT pepta fea) to pH 7 aaterial
A T Tt Tty aTTiTTr pepth fea) ta calcarenus eaterial (9K 8.1 or greater)
v ‘~‘./‘-2/= 1% £t A :_’:gA Efiective raoting depth (ca) 47

o
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Host, George E.; Ramm, Carl W.; Padley, Eunice A.; Pregitzer, Kurt S.;
Hart, James B.; Cleland, David T.

'1992. Field sampling and data analysis methods for development
of ecological land classifications: an application on the Manistee
National Forest. Gen. Tech. Rep. NC-162. St. Paul, MN: U.S. Depart-
ment of Agriculture, Forest Service, North Central Forest Experiment
Station. 47 p.

Presents technical documentation for development of an Ecologi-
cal Classification System for the Manistee National Forest in north-
west Lower Michigan, and suggests procedures applicable to other
ecological land classification projects. Includes discussion of sam-
pling design, fleld data collection, data summarization and analyses,
development of classification units, and validation.

KEY WORDS: - Multivariate methods, ordination, ground flora, soils,
physiography.
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Our job at the North Central Forest Experiment Station is discovering and
creating new knowledge and technology in the field of natural resources and
_conveying this information to the people who can use it. As a new generation
of forests emerges in our region, managers are confronted with two unique
“challenges: (1) Dealing with the great diversity in composition, quality, and

ownership of the forests, and (2) Reconciling the conflicting demands of the
- people who use them. Helping the forest manager meet these challenges
1 while protecting the environment is what research at North Central is all
-} about. ' ‘
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