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TESTING P DICTION ACCURACY
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In this paper I have two objectives:

(a) Provide a computer program for testing the accu- APPLICATION
racy of prediction models.

(b) Provide users with enough program details to General
altow implementation of extensions and refine-

ments. Models are constantly being used by forest man-
agers and researchers for prediction. Most users of
predictors fail to independently determine the pre-

1Mention of trade names does not constitute dictive power (accuracy) of the models they are using

endorsement of the products by the USDA Forest for their specific applications. Mosteller ,and Tukey
Service. (1977) summarize the statistician's point of view:



"Users have often been disappointed by proce- The program then computes the differences ben
dures, such as multiple regressions, that 'fore- t w e e n t h e o b s e r v e d a n d p r e d i c t e d v a 1u e s
cast' quite well for the data on which they were (Di = Yi Xi, i = i to n). The program also computes
built. When tried on fresh data, the predictive the percentage errors between the observed and the
power of these procedures fell dismally." predicted values (D i (%)= 100 (Di/Yi), i = 1 to n).

Both sets of errors are tested against the hypothesis
The forestry community, by and large, does not that the differences (D i) _bltow a normat distribution

know what degree of uncertainty is reasonable for a whose mean equals the mean of the sample data set
given application nor have we established the maxi- and whose variance equals the variance of the sam-
mum uncertainty levels that should lead us to reject ple data set. The probability plot correlation coeffi-
a prediction model, cient (Filliben 1975) is computed for both the raw

One of the reasons Ibr this deplorable situation is errors and the errors in percent. Based on the sample
the lack of discussion in the scientific literature on size and the value of the correlation coefficient, the

the philosophy and testing procedures for accuracy, user is asked to refer to the table in appendix B or
The paper by Reynolds (1984) redresses this deft- Filliben (1975, table 1)to decide if there is evidence
ciency. A second reason is the lack of computer tools to contradict the hypothesis of normality. In this
to make accuracy testing of prediction systems eas- example, the correlation coefficient for the raw data
ily possible. Program ATEST has been developed to is 0.9699. Looking at appendix B where n = 10, we
make available a simple computer software tool that see that 0.9699 is well above the 0.05 critical level
can be used to determine the accuracy of predictions, and lies between the 0.25 and 0.50 critical levels. We

can conclude that we have no reason to reject the

Operathag Instructions hypothesis of normality and can respond negatively
to the question in the program. In this example the

This section of the manual contains two examples correlation coefficient for the percent errors is

to explain how program ATEST can be used to assess 0.9737 and likewise fails to produce evidence to re-
prediction uncertainty, ject the assumption of normality.

Example #1 The user is then asked to enter the desired two-
sided probability level, alpha, which is often 0.05 or

The first example deals with determining the ac- 0.01. Finally, in order to compute the length of the
curacy of cruise data. True and predicted volumes tolerance interval, a value for K (equation 10 this
from a hypothetical timber cruise have been artifi- paper) must be entered from appendix C or Eisen-
cially generated: hart et al. (1947, table 2.1). For this example, with

Observation Mill N = 10, gamma = 0.95, and P = 0.95 (alpha = 0.05),
number scale Cruiser K = 3.379.

......... Cords/ac .........
1 35 33 The program continues to process until the output
2 18 19 is reported as:

3 43 44 RESULTS FOR ERRORS IN CDS/AC:

4 15 16 (THE TWO-SIDED PROBABILITY LEVEL5 28 27
6 32 30 (ALPHA) IS: 0.05)

7 19 18 CONFIDENCE PREDICTION TOLERANCE
8 24 26 BIAS INTERVAL INTERVAL INTERVAL S N
9 33 30

10 38 33 0.9 +/-1.56 +/-5.18 +/-7.37 2.18 10

RESULTS FOR ERRORS IN PERCENT:
(THE TWO-SIDED PROBABILITY LEVEL

Let us choose the mill scale as the observed values (ALPHA) IS: 0.05)

and the cruisers' data as the predicted values. The CONFIDENCE PREDICTION TOLERANCE
program advises the user to let Y represent the ob- BIAS INTERVAL INTERVAL INTERVAL S N
served (standard) values and X represent the pre- 2.0 +/-5.21 +/-17.29 +/-24.60 7.28 10
dicted (competitor) values. The user is then asked to

enter the units of measure of these values and the The average difference between the mill scale and

number of <Y, X> pairs of data to be entered. The the Cruiser's estimates (Yi - xi) is 0.9 CDS/AC. No-
program queries for each data pair until they are all tice that this indicates an underestimation of the

entered. The program next requests whether the true values. Is this bias significantly different from
user wants to review the data for accuracy. The data zero? The answer is no because the 95-percent confi,
pairs are displayed 10 points at a time and the user dence interval about the bias (-0.66 to +2.46) in-

can edit any or all points in each display segment, cludes zero. Based on past performance, we may be
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interested in obtaining an interval 'to include the BA = basal area in ft2/acre
error in a fhture prediction_ The confidence inter_a2

A = age in years
assesses uncertainty based on the sample at hand
and almostcertainlyoverestimatesthe performance SI= siteindexin feetatindex age of5.0years

ofthepredictor(Moste!lerand Tukey 1977).The real Since1962 thesesame plotsihavebeen maintained

questionrelatesto the uncertaintyassociatedwith and measured fouradditionaltimesin5-yearincre-

futurepredictions,sowe must use eitherthepredic- ments.Every 5.yearsf?om 1959 to1979,threerepli-

tion or the tolerance intervals. Using the prediction cations of five density regimes were marked and cut
interval, we can be 95 percent confident that in a to one of the desired nominal densities of 60, 80, I00,
single future prediction the error will be between 120, and 140 ft 2 basal area per acre. From research
-4.28 and +6.08 CDS/AC (0.9 +/- 5.18). The esti_ records, t obtained the "true" basal area growth in-
mate is likely to vary between a 4.28 CDS/AC over- crements (Y) for the periods:
prediction to a 6.08 CDS/AC underprediction.

1. 1959-1964;
If we want to provide limits to contain future er-

rors in the long run, then we must use a tolerance 2. 1964-1969;
interval. In this example we are 95-percent confident

3. 1969-1974; andthat at least 95 percent of the population of errors

fa]l between -&47 and 8.27 CDS/AC (0.9 +/- 7.37). 4. I974-1979.
Thus the magnitude ofthe long-termerrorsshould

be no more than about 7.37 CDS/AC° I used model (1) to predict growth based on site in-
dex, age, and beginning basal area to generate the

The conclusions reached concerning the accuracy "competitor" (X) values. For the sake of brevity, 1
of a system to predict future events apply only if the have presented the input values for only the first
prediction system is used in the same way as it was growth period (table 1).
used for assessing the accuracy in the first place.
Making changes in the prediction system or apply- The results show that the bias, (table 2), is signif-
ing it to a different population invalidates the as- icantly dif_%rent from zero at the 95-percent proba-
sessed levets of accuracy (Reynolds 1984)_ bility level only for the final period, 1974-1979.

Because the bias is negative, the predictor over-
Errors can also be evaluated as percentage differ- estimates the observed values. The prediction model

ences from the observed or standard values (D i provides unbiased estimates for 15 years of basal
(%) = 100 (Di/Y i )). [n this case the bias is + 2.0
percent, which is not significantly different from

Table 1.--True and competitor values of basal area
zero at the 95 percent probability level because the growth for period 1" 1959-1964confidence interval contains zero (-3 o21 to 7.21). We

can be 95-percent confident that the error of a single $_te1 19592 1959-19843 1959-1964

future prediction will lie between -15.29 and 17.29 index Sta_ing True basa| Predicted basa_

percent of the mill seato value (0.2 +/- 17.29). Fi- (feet) basa! area area growth aces growth
nally, we call be 95 percent confident that 95 percent
of the errors over the long term will fall between ftZ/ac ........ ft2/ac/g yrs .........
-22.6 and 26.6 percent of the mill scale values. The 47 60.0 8.1 6.6
magnitude of the long_terrn errors should be no more 50 59.0 7.3 7.6
than about 24.6 percent. 48 59.8 6.5 &9

48 79.2 9.2 9.7
Example #2 49 80.1 8.6 9.1

The second example illustrates how to use ATEST 48 79.8 8.2 8,7
to determine the accuracy of a basal area growth 47 99.5 11.8 9.5
model. Buckman (1962) developed a basal area 48 100.5 8.8 9.8
growth model for red pine based on 235 permanent 51 100.4 11.5 10.8
sample plots in 14 stands. His model is: 49 120.0 10.8 10.5

48 119.9 10.7 10.2
BAG = 1.6889 + .041066 * BA -.00016303 * BA 2 49 119.6 8.6 10.5

- .076958 * A +.00022741 * A 2 51 140.3 11.9 10.9
48 141.0 10.9 9.9

+ .06441 * SI (1) 51 140.0 8.6 10.9

where: _Base age 50.

BAG = periodic net annum basal area growth in 2Stand was 95 years old in 1959.
ft2/acre 3Average of three 1/5-acre pFots.



Table 2.--Results from program A TEST for example Program AvailabiliW
#2

ATEST is distributed by FORS, the Forest Re-
A. RESULTS FOR ERRORS IN FT2/AC/5 sources Systems Institute, a non-profit organization

YRS: (THE TWO-SIDED PROBABILITY for forestry computer support, at a nominal price to
LEVEL (ALPHA) IS: 0.05) cover disk, postage, and handling. For further infor-

mation on ordering a machine-readable copy, writeTIME CONFIDENCEPREDICTIONTOLERANCE or call:PERIOD BIAS INTERVAL INTERVAL INTERVAL S N

1959-1964 0.06 +/-0.68 +/-2.73 +/-3.63 1.23 15 The Forest Resources Systems Institute
1964-1969 -0.05 +/-0.88 +/-3.51 +/-4.70 I..59 15 Courtview Towers, Suite 24
1969-1974 0.17 +/-1.07 +/-4.28 +/-5.70 1.93 15 201 North Pine Street

1974-1979 0.72 +/-0.65 +/-2.60 +/-3.46 1.17 15 Florence, Alabama 35630

B. RESULTS FOR ERRORS IN PERCENT: (205) 767-0250

(THE TWO-SIDED PROBABILITY SCatistical Background

LEVEL (ALPHA) IS: 0.95) The problem is to assess the accuracy of a predic-

TIME CONFIDENCEPREDICTIONTOI_RANCE tor. The prediction system may be the best estimates
PERIODBiAS INrERVAL INTERVAL INTERVAL S N of experts, it may be a regression equation, or it may
1959-1964-0.52 +/-7.29 +/-29.18 +/-38.90 13.1715 be a complex simulation model. For this problem,
1964-1969-2.37 +/-11.21 +/-44.64 +/-59.79 20.2415 the form of the prediction system is irrelevant as
1969-1974-1.70 +/-14.23 +/-56.94 +/-75.92 25.7015 long as the predicted and observed values estimate
1974-1979-10.10 +/-17.97 +/-71.87 +/-95.83 32.4415 the same thing. Given a prediction system, the only

way to evaluate its accuracy safely is to test it
area growth on the plots used originally for calibra- against a set of data different from those used to
tion. After year 15, estimates overpredict by about develop it in the first place (Mosteller and Tukey
0.72 ft2/acre, which is about 10 percent of the ob- 1977). In statistical terms, appraising prediction ac_
served basal area. curacy requires cross-validation. Simple cross-vail-

The magnitude of the long-term errors steadily in- dation tests the predictor against data different from
creases with time except for the 1974-1979 period those used to fit the numerical coefficients of the
(see column marked TOLERANCE INTERVAL). model form. Double cross-validation tests the predic-
This trend indicates that, in general, the precision of tot against data different from those used to choose
the predicted estimates decreases as the number of the model form as well as its coefficients. Setting
years from the original measurements increases, aside a portion of the data to test the model against
This is not surprising. We can be 95-percent confi- is simple cross-validation. Gathering a fresh and in-
dent that 95 percent of the errors fall within dependent set of data to conduct the accuracy test is
3.6 5.7 ft2/acre when using model (1) to predict double cross-validation (Mosteller and Tukey 1977).

5-year basal area growth up to 20 years past the In the past, the error (D i = Yi - Xi, or D i (%) = 100
point where these plots were used to calibrate the Di/Y i where i = 1 to n) between observed (Yi) and
model. Notice that most of the errors will fall be- predicted (Xi) values has been evaluated in a variety
tween 39 percent and 96 percent of the observed of ways. The errors have been presented in a his-
values depending upon the 5-year interval selected, togram or displayed in tabular form as in Gevorki-

antz and Olson (1955, page 15). Others have recog-

PROCEDURES AND REQUIREMENT5 nized that prediction errors are composed of two
components. The first component, bias, is the aver-

Sys[ern Characteristics age error between predicted and observed values.
Precision, the second component, refers to the clus-

Program ATEST is written in Microsoft BASI- toting of sample values about their own average.
The following estimators have been used to predict

Crunning under MSDOS on an IBM-PC microcom- the degree of bias in the errors:
puter system. No machine-dependent statements

have been used. The program takes approximately D average of the set of Di (1)
7 kilobytes of random access memory (RAM) for stor-
age. Program ATEST is written so that the required ID[ average of the absolute value of Di (2)

input data are generated by the user through the The following estimators have been used to predict
keyboard. This method increases universality. Users the degree of bias or precision of the errors:
who desire data input from disk files must write a

simple subroutine to enter it from the format in 2;Di sum of the set of Di, i = 1 to n (3)

which the data is stored. EDi 2 sum of the set of Di2, i = 1 to n (4)



EtDil sum of the set of absolute values e.fDi, errors (see Mosteller and Tukey 19'77, pages t35_

i = t to n (5) 141,. and Sokal and Rohlf 1981, pages 795_799). The
jackknife pseudo_values have been shown to be

S(D) standard deviation of the set of Di, "asymptotically distributed as a student's t with n_l

i = 1 to n (6) degrees of freedom as n approaches infinity" (Gray
and Schucany 1972). Th_erefore, using the trimmed

S D standard error of the mean, D (7) mean as an estimate of D and the jackknifed sample
standard deviation as an estimate of S, we can com-Freese (1960)took the prediction of accuracy a

step further_ He proposed a statistical procedure to pute the confidence interval as in (8).

determine whet:her a prediction system attains the The confidence intervaZ is an indication of uncer-
level of accuracy required by its user. Unfortunately, tainty based on the current sample and can be ex-
Freese (1960) failed to explicitly state the basic un- pected to overestimate the performance of the pre-
derlying assumptions so that users were unaware dictor (Mosteller and Tukey 1977). We are more
when these were violated (Reynolds 1984)o Freese
adopted the hypothesis testing philosophy that is often interested in the uncertainty associated with
appropriate when the question is whether or not a making future predictions.

prediction system meets a specified accuracy reo A prediction interval is used to calculate the prob-
quirement. More generally, we are interested in de- ability that k future values of D i wilt fall within its
termining the magnitude (bias) and the precision of range. Program ATEST assumes K = i and thus re-

the prediction errors, which is appropriately ad- ports the range that a single fl_ture value of Di
dressed using the statistical estimation philosophi- should fall within given a specified probability level..
cal approach (Reynolds 1984). Because the standard deviation (S) and the number

If the set of Di's is normally distributed, then a of observations (n) are also reported, it is a simple
confidence interval can be computed directly based matter for the user to compute the general case
on the student's t-statistic. (where K > 1).

_+ (8)
+ X/_n + 1/k S t1-_/2 (n- 1) (9)

where: where:
n

= E Di/n K = number of future estimates to be made.
i= 1 If we want to provide limits to contain a specified

S = Standard Deviation proportion of the distribution D i over the long term,

/_ we need to construct a tolerance limit (Reynolds

(Di - _)2 1984). A tolerance limit to contain at least a propor-

= i= 1 tion P of the distribution of D i is of the form:

n - 1 D + K (7, n, P) S (10)

tl--_/2(n -- 1) - the 1 .-c_/2 quartile of the t-distribu- where:
tion with n - i degrees of freedom

K = table value, appendix C (Eisenhart et aI.
n = number of observations 1947). The tolerance interval provides the range

To compare accuracy of predictions on a relative that over the long run will contain P percent of the
basis (without reference to units), it is desirable to distribution of Di's with probability of -/.

compute the errors in percent of the observed values. To test for normality where location and scale are
Unfortunately, if the errors in absolute terms are unspecified, we used the normal probability plot cor-
normally distributed, the percent errors may not be relation coefficient (Filliben 1975). This test is con-.
and vice versa (Reynolds 1984). When the normality ceptually and computationally simple and compares
assumption does not hold, (8) cannot be used without favorably with competing tests of the composite by-
distorting of the alpha level of the t-test, pothesis of normality.

The jackknife procedure allows estimation of an Warning/The prediction and tolerance intervals
approximate confidence interval without assuming are very sensitive to nonmormality. Nonparametric
normality. We proceed as follows. We check to on- prediction intervals can be used, but these are not
sure that the sample is at least unimodal. Because very satisfactory for small n (Reynolds, personal
the mean is sensitive to non-normality, we choose communication). The use of the trimmed mean and

the 10-percent trimmed mean (disregarding the up- the jackknifed variance should provide a more ro-
per and lower 10 percent of the observations) as a bust confidence and prediction interval. Alternately,
more robust location estimator (Moste!ler and Tukey some type of data transformation could be used to

1977). We resort to the jackknife procedure to calcu- achieve approximate :normality (Mostetler and
late an estimate of the standard deviation of the Tukey 1977).



PROGRAM CODE ( STARTDOCUMENTATION ___L__
The initialization section of the program (lines _OE_U_S- 1

100-250) requests that the user enter the units of
measure, the number of [Y,X] pairs, and the [Y,X]
pairs themselves (fig. 1). The differences are com-

puted both in raw units and in percent (line 240) and
set into arrays DA(.) and DR(.), respectively. The coM

user is given the chance to review and correct the DIFFERENCESJ
IN ORiGiNAL

data entry (lines 20000-20220). These two arrays are UNITSAND J
then sorted into ascending order (lines 10000-10230) PERCENT j
by an in-place Shell-Metzner sorting algorithm.

Each array, in turn, is placed into the temporary

array TMP(.) (lines 290-390) and tested for the com- COMPUTE INO_DIFFERENCES_yE$ ] ]

posite hypothesis of normality (lines 11000-11360). TRIMMED _ COMPUTE

J
The program reports the computed correlation coeffi- MEAN MEAN
cient in both raw and percent units and asks the user _

COMPUTE COMPUTE
to decide whether there is enough evidence to con- STANDARD STANDARD
tradict the assumption of normality (lines 400-530). DEViATiON DEWATION

USING

Based on whether the differences are normally JACKKNIFE
distributed or not, results are computed by code PROCEDURE
(lines 12000-12160) or code (lines 13000-13300), re- [ COMPUTE]CONFIDENCE

spectively. The t-table value is computed (lines iNTERVAL

14000-15240) based on an algorithm reported by .... I_
Shammas (1984). COMPUTE

PREDICTION

Finally, results are displayed (lines 680-870) and INTERVAL
the user is asked if another problem is to be solved.

If not, the program ends.
E

[
RESULTS

Figure 1.--Flowchart of the logical blocks of program
ATEST.



AJPPENDEK Ao COMPUTER SOURCE CODE FOR PROGRAM ATEST

100 REM _*__*______*____

110 REM _* PROGRAM TO TEST ACCURACY

120 REM _* VERSION : 2/12/85

140 CLS

I_2 CLEAR

I_5 P_P_OGRAM TO CO_qPU_E TME ACCURACY OF P_EDICTIONS, _
46 PRINT:PRINT

150 Pn±_L_T ¥ REPRESENT TME STANDARD AND X REPRESENT THE COMPETITOR_ _
160 PRINT

_70 Pn±_ENTER UNITS OF MEASURE OF THE DATA _-> _: INPUT UN±TS$
180 PRINT:PRINT

I_0 Pna_HOW MA_Y _X PAIRS W±_L YOU ENTER _> _: INPUT ROWS
200 DIM DA(ROWS)_DR(ROWS)_TMP(ROWS)_MI(ROWS)_Y(ROWS),X(ROWS)
2_0 FuR I=I TO RO_
220 PRINT

230 Pn±_PAI_ NUMBER : _;i_- ENTER [Y_X] --> _: INPUT Y(I)_X(I)
240 DA(I)=Y(I)_X(1): DR(I):IOO*(DA(I)/Y(I))
250 NNXT i
265 GuSUB 20000: _ CM_cK DATA FOR CORRECT ENTRY

260 REM SORT THE ERROR ARRAYS INTO ASCENDING ORDER
2_0 ITAG$=_u_: GuSUB 10000

280 ITAG$=_DR_: GOSUB 10000
290 REM FAuL IN ThE TEMPuRARY ARRAY AND TEST FOR NORMALITY IN EACH CASE

300 _'OR I=I TO ROWS
310 TMP(I)=D_(I)
320 NEXT I
330 GOSUB 11000

340 DARHO=RHO
390 FuR I:I TO ROW_
360 TMP(I):DR(I)

370 N_XT i
380 GOSUB 11000

3_O D_RHO=RHO
400 REM Di_ru__ RESULTS TO USER AND ASK FOR SIGNIFICANCE DETERMINATION
410 CLS
420 Pna_TM_ NORMALITY TEST HAS BEEN COMPLmTED FOR TME ABSOLUTE AND"

430 PRINT _ AND RELATIVE VALUES OF THE ERRORS,"
440 Pn±_ : PR±_

450 Pna_" NUMBER O_' OBSERVATIONS = ";ROWS
460 PRINT

4_u Pn±_C_RRELATION COEFFICIENT FOR TME RAW ERRORS = ";DARHO
480 PRINT

490 Pna_CuRRELATION COEFFICIENT FOR T_E PERCENTAGE ERRORS = ";DRRHO

500 PRINT: PRINT
505 Pna_BASED ON TME Cn±TICAL LSVE_S IN APPENDIX B (FILLIBEN 1975)

510 PRINT_IS THERE EVIDENCE TO CONTRADICT THE NORMALITY ASSUMPTION :
520 Pn±_ _ FOR TH_ RAW ERRORS [Y/N]? --> ";: INPUT ANSI$
530 PRINT _ FOR THE PERCENTAGE ERRORS [Y/N]? --> ";: INPUT ANS2$
540 REM BA_ED ON USER I_r__ SELECT SEPARATE PATHS TO CALCULATE BIAS AND
550 REM PRECISION OF ERRORS

552 DF=ROW_-I : REM SET D_.u..EES OF FREEDOM FOR T-TEST AS N-I
554 P=.025

556 Pn_._ :P_x._.
55, Pna_ENTER Tn_ T_SiuE_ rnOBABILITY LEVEL (DEFAULT=.05) -_-> _: INPUT ANS$
558 iF VAL(ANS$)>O THEN P=VAL(ANS$)/2

5o0 REM CunPU_E RESULTS FOR ThE ABSOLUTE ERRORS
570 FOR I:I TO ROWS

580 TMP(I)=Da(I)
590 NEXT I



595 Pni_:P_i_i"Cu_PUrE RESULTS FOR ThE ABSOLUTE ERRORS_; PRINT

600 IF ANSI$="Y" OR ANSI$=ny " THEN GOSUB 13000 ELSE IF ANSI$=NN _ OR ANSI$=_n _ THEN
610 XBARI=XBAR: CII=CI: St=S: PII=PI
620 REM COMPUTE RESULTS FOR THE RELATIVE ERRORS
630 FuR I=I TO ROW_

640 TMP(I)=DR(I)
6DO NEXT I
655 P_N_:P_-_"Cu_PUTE RESULTS FOR TME RELATIVE ERRORS": PRINT

660 IF ANS2$="Y" OR ANS2$="y" THEN GOSUB 13000 ELSE IF ANS2$=_N N OR ANS2$=_n _ THEN
670 XBAM2=XBAR: CI2=CI: $2=S: PI2=PI
680 REM DISPLAY THE RESULTS OF THE ANALYSIS
6_Z CLo

68_ Pn±_"TM_: NUMBER OF OBSERVATIONS [N] = ";ROWS: PRINT
684 PRINT"PLEASE ENTER THE VALUE FOR K FROM APPENDIX C (EISENHART, HASTAY _

6o.. Pn_.",AND WALLIS 194"[) SO THAT ThE PRO±ABILITY IS GAMMA THAT AT LEAST _
688 PRINT"A PROPORTION P OF THE DISTRIBUTION OF FUTURE VALUES WILL BE _

609 P_s_"INCLUDEu I_ ThE CALCULATEu TOLERANCE INTERVALE -=> _;: INPUT K
690 CLS
6_2 Pn-_I"RESULTS FOR ERRORS IL_:";TAB(30) UNITS$; TAB(50; "PERuENT _
693 PRINT
6_4 P_±_"TWu _uE_ _nOB° LEVEL:";TAB(30) P*2; TAB(50) P*2
696 PRINT" BIAS ";TAB(30) XBARI;TAB(50) XBAR2

6_8 P_±_"CuNF_u_NC_ I_ERVAL [+/-] :";TAB(30) C11; TAB(50) C12
700 PRINT"PREDICTION INTERVAL [+/-] :";TAB(30) PIt ; TAB(50) PI2

7u5 Pn±_"TOL,.RANC_ INrERVAL [+/-] :";TAB(30) SI*K;TAB(50) S2*K

710 PRINT"STANDARD DEVIATION :";TAB(30) St;TAB(50) $2
715 Pn±_I"NUMBER OF OBSERVATIONS = ".;ROWS
790 PRINT:PRINT:PRINT

8uO I: uF> 5 TnNN GuTO 820

8_0 PHA_"WARNz._II TME PnOCEDU_E TO CALCULATE THE T-TABLE VALUE LOOSES"
812 PRINT" ACCURACY WHEN THE DEGREES OF FREEDOM FALL BELOW 6_ "

820 Pa±:_:P_z_

830 Pdxs_"WHEN REAuY TO CuNTINUE P_ESS [RETURN] --> ";: INPUT ANS$
840 CLS
850 Pn±_-"ANOTM_R SET U_ D_TA TO ANALYZE [Y/N]? --> ";: INPUT ANS$
860 IF ANS$="Y" OR ANS$="y" THEN GOTO 140
8"[u END
10000 REM ********************************************************
10010 REM ** SHELL-METZNER INPLACE, IN RAM SORT
10020 REM ** I,_'_. ROWS= NUMBER OF PLACES IN ARRAY

10030 REM ** ITAG$ CONTAINS ARRAY POINTER DA OR DR
10040 REM ********************************************************
10050 M=ROWS: CI=0: $I=0

10060 M=IN_ (M/2;

10070 IF M=O THEN GOTO 10230
IOOUU J=1: K=ROW_-M

10090 I=J
10100 L=I+M
10110 C1=C1+I
10120 I_ ATAG$="U-" THZN GOTO 10150
10130 IF DA(1)<DA(L) THEN GOTO 10200
I01g0 T=D_(I): DA(I)=DA(L): DA(L)=T
10150 IF DR(I)<DR(L) THEN GOTO 10200
10160 T=DR(I): DR(I)=DR(L): DR(L)=T

10170 $I=$I+I: I=I-M
101_u I= z<1 Tn_:N GuTO 10200
10190 GOTO 10100
10200 J=J+l
lu210 I_ J>K TH_N GOTO 10060
10220 GOTO 10090



10230 RETURN
11000 REM *_***_*************_**********_*****_********************

11010 REM ** TEST FOR HYPOTHESIS OF NORMALITY
11020 REM *_ L_ATION AND SCALE UNSPECIFIED

11030 REM _* REFERENCE: FILL!BEN,J_J_ 1975_ THE PROBABILITY PLOT
11040 REM ** CuRRELATiON COEFFICIENT TEST FOR NORMALiTY_

11050 REM ** TECHNOMETRICS 17: 111-117
11060 REM *_ VERSION: 1/10/8.4

11070 REM *_ W_TTEN BY: H_M. RAUSCHER_ NCFES_ GRAND RAPIDS, MN
11080 REM *_*****_*_***_**_*********_**_************_***_**_*****

11090 REM Tn_ ORDERED ARRAY_ SMALLEST TO LARGEST, MUST BE IN TMP(ROWS)
11100 REM THE WORKING ARRAY MI(ROWS) MUST HAVE BEEN DIMENSIONED ALREADY
11102 REM IN_TIA_aATION

11105 C0=2_5t5517: Ct:_802853: C2=o010328
11106 Dt=_.q_2788: D2=,_189269: D3=o001308
11110 REM
11120 REM F±_L IN ThE MI(_) ARRAY

11130 MI (ROWS) = _5 _ (I/ROWS)
11140 MI(]j_,-MI(ROW_)
11150 FOR I=2 TO ROWS_I

11160 MI(1)=(I_o3 175) /(ROw_+ _36_ )
1117o NEXT I

11175 J=0
I_180 FuR I: I TO ROW_
11184 IF MI(1)<=_5 THEN J=J+1
111_5 I_ MI(1)_5 TP_h'NMI(1):I!_M!(1)
11190 TN=SQR(LOG(I/(MI(I)*MI (I)) ))
11200 MI(1)=TN-(CO+CI*TN+C2*TN*TN)/(I+DI*TN+D2*TN*TN+D3*TN*TN*TN)

11207 IF ABS(MI(I))<oO0001 THEN MI(I)=O
11210 NEXI ±
11212 FOR I=I TO J

11214 MI(I)=_MI(I)
11216 NEXT I
11220 REM Cu_PUTE THE AVERAGE VALU_ FOR TMP(_)

11230 XBAR:O :SUMI =0
11240 FOR I= I TO ROWb

11250 SUMI=SUMI+TMP (I)
11260 N_X_ _ i
11262 XBAR=SUMI/ROWS

11270 REM C_mPUTE THS CuRRELATION COE#'FICIENT

11280 SUMI=O: SUM2=O: SUM3=O
11290 FOR I=I TO ROWb
11300 SUMI =SUMI+TMP (I) *MI (I)
11310 SUM2=SUM2+MI (I )*MI (I)
11320 SUM3=SUM3+(TMP(I)-XBAR)^2
11330 NEX± ±
113_0 RHO=SUMI/SQR(SUM2*SUM3)

11350 REM RETURN TMS VALUz O_' RHO AND ROwS TO CALLING PROGRAM
11360 RETURN
12000 REM ***************************************************
12010 REM ** ROUTINE TO COMPUTE BIAS AND PRECISION WHEN NORMALITY ASSUMED
12020 REM ***************************************************

12030 SUMI=0: SUM2=0
12040 FUR I=I TO ROWe

12050 SUMI=SUMI+TMP (I)
12060 SU M2 =SUM2+TMP (I)*TMP (I)

12070 NEXT I
120_o XBAR=SUMI/ROW_

12090 S=SUM2-[SUMI*SUMI)/ROwS:S:SQR(S/(ROwS-I))
12100 REM COMPUTE THE T-TABLE VALUE , TT
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12110 GOSUB 15000

12120 REM CunPUTE CoNF±uENCE INTERVAL

12130 CI=SWTT/SQR(ROWS)
12140 REM Cu_._PUTE THZ PnEDICTION INTERVAL

12150 PI=S*TT*SQR (I+ I/ROWS)
12160 RE TvRN

13000 REM ************************************************** *
13010 REM ** ROUTINE TO COMPUTE ACCURACY WHEN ERROR NOT NORMAL
13020 REM ***************************************************
13030 REM COMPUTE THE 10% TRIMMED MEAN

13040 J=IN_ (ROW_*. I+®5)
13050 Ir J=O ThEN J=1: REM AT LmAST TRIM THE EXTREMES
13060 SUMI=O :N=O

13070 FuR I=J+1 TO ROW_-J
13080 SUMI=SUMI+TMP(I): N=N+I
13090 NEXT i
13100 XBAR=SUMI/N

13102 REM Cu_,_PU'I'ETHE FULL SAMPLE S, FSS
13104 SUMI =0 :SUM2=O

13106 FOR I=I TO ROW_: SUMI=SUMI+TMP(I):SUM2=SUM2+TMP(I)*TMP(Z): NEXT I

13108 FSS=SUM2-(SUMI*SUMI)/ROWS: FSS=SQR(FSS/(ROWSml))
13110 REM Cv_-_PUIE TH_ JAUKKNAr_ STANDARD DEVIATION

13120 SUM3=O
13130 FOR J=1 TO ROWa

13140 SUMI=O :SUM2=O
13150 FOR I=I TO ROWo

13160 IF I=J THEN GOTO 13190
13170 SUMI=SUMI+TMP(I)

13180 SUM2= SUM2+TMP (I) *TMP (I)
13190 NEXT i
13200 S=SUM2-tSUMI*SUMI)/(ROwS-I) : S=SQR(S/(ROwS_2))
13210 SUM3=SUM3+(ROWS*FSS-(ROWS-I)*S)

13220 NEXT J
13230 S=SUM3/ROWS

13240 REM Cu_._PUTE TH_ T-TABLE VALUe, TT
13250 GOSUB 15000

13260 REM Cu_._PUI'E CONFAu,.NCE IsTERVAL
13270 CI:S*TT/SQR(ROWS)
13280 REM Cu_uPU'I'E PREDICTION INTERVAL
13290 PI=S*TT*SQR(I+I/ROWS)

13300 RETURN
14000 REM *****************************************************

14010 PRINT:PRINT

14020 P_±_±'AN IN_'u_ ERROR HA_ BEEN DETECTEu® PLEASE ENTER ONLY [Y],[y],[N],"
14030 PRINT"OR [hi WHEN ASKED TO ENTER [Y/N] I "

14040 Pna_"PL._ASE PRESS [RETURN] TO TRY AGAIN";: INPUT ANSI$
14050 GOTO 410
15000 REM ********************************************************

15010 REM ** ROUTINE TO COMPUTE THE T--TABLE VALUE GIVEN DEGREES OF
15020 REM ** FREEDuL.L (DF) AND THE TWU SIDED ALPHA LEVEL
15030 REM **REFERENCE: SHAMMAS,NAMIR C. 1984. STATISTICAL TABLE
15040 REM ** SUBROUTINES. ACCzSS 3:19-22
15050 REM ** VERSION: 1/10/85
15060 REM ********************************************************

15070 REM WARNING: ROUTINE ACCURATE TO 3 DIGITS, LOOSING ACCURACY AT
1500u REM LOw VALUES OF THE DEGREES OF FREEDOM

15130 IF P>o5 THEN U0=SQR(LOG(I/(I-P)^2)) ELSE UO:SQR(LOG(I/P/P))
15140 UI=_ (.010328"U0)+.802853) *U0+2°_I 5 517

15150 U2: (((.001308"U0)+. 189269) *UO+I .432788) *U0+ I
15160 X*'=UO-UI/U2

I0



15170 iF P > _5 THEN XP:-,XP

151_u UO:XP'2

15190 UI:XP/4_(UO+1)
15200 U2:_U0_2+_6_U0+5_ _Xr/90

15210 U3=( 3_U0 _3+I 9 _U0 _2'+ 17 _UO-I 5) _XP/384

15220 U4=<I9_U0_4+_76_UO'"3+ _82_U0^2-1920_UO-945)_XP/921601
15230 TT=XP+U I/DF+U2/DF_2+U 3/DF_3+U4/DF_4

15240 ,RETURN
20000 _ _{___'_'_'_'_'_'___'______

20010 _ ROUTINE TO CHECK AND EDIT DATA IN CASE OF ENTRY ERROR
20020 _{_{{_{{ _{_{_ _{_ _ _'_ e{_{{{{{{_{{e_{_e__e___

20030 CLS:INPUT'_DO YOU WANT TO REVIEW YOUR DATA (Y/N) --> _ANS$
20040 I_ a,_S$=_N" OR A_S$=_n _ TflEN GOTO 20210

20050 PRINT:PRINT

20060 I:0

2_J070 F'uR J=l TO 10

2U07b I:I+l : IF i>ROWS T_iEN GOTO 20100

20080 P_¢_PAIR NOo : '__i _:_ STANDARD (Y): _Y(I)_ _ COMPETITOR (X): ";X(1)
20090 NEXT J
20100 P_ :P_±_

20'1t0 I_,_ _U_RRECT (Y/N) --> _ANS$

20120 IF ANS$='Y _ OR AN,S$:_y _ 'THEN GOTO 20180

20130 ' A_LOW ED±TiNu OF DaTA

201a0 P_,_ENTER A TRIPLsT; [PAIR NOo_ STANDARD(Y)_ COMPETITOR(X)] _

20150 PRINT _ TO FINISH: ENTER [0_0_0]"
20160 P_,±_± : !Nzu_o II_Y(I!) _X(Ii)

20162 IF Ii<:0 THEN GOTO 20175

20165 D_(II):Y(II)-X(II) : DR ( II):IO0_(DA (II)/Y(II))

20170 IF II>O THEN GOTO 20160

20175 l=INi((I-1)/10)_10: _ DZSPLa_ AGAIN THE LAST PAGE
20178 GOTO 20070

201_u I_ ±>ROW,_ T_:.E;_4'GuTO 20210

20185 PRINT'INPUT_REVIEW THE NEXT 10 PAIRS (Y/N) --> _;ANS$
201_u P_ :P_m,_

20190 I_ £_S$=_N _ OR A_S$=_n# THEN GOTO 20210
20200 GOTO 20070
20210 RETuWN

20220 END
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APPENDIX B. PERCENT POINTS OF THE NO_
PROBABILITY CORRELATION COEFFICIENT

(FilHben 1975, Table 1)

n ] ProbabilityLevel
-- l.O00 .005 .01 .025 .05 .i0 .25 .50 .75 .90 .95 .975 .99 .........,99_5

....3 ...... _B-6-6.......-.lg_ _---.-872-- -.87g- -.89I -- -.92-4--,-9-6"-6 .
4 .784 .813 .822 ,845 .868 .894 .931 .958 .979 .992 .996 °998 .999 1o000
5 .726 .803 ,822 .855 ,879 .902 .935 ,960 ,977 .988 ®992 ,995 .997 ,998
6 .683 .818 .835 .868 .890 .911 .940 ,962 .977 .986 .990 .993 ,996 ,997
7 .648 .828 .847 .876 ,899 .916 .944 .965 .978 .986 .990 .992 °995 ,996
8 .619 ,841 .859 .886 .905 .924 .948 .967 .979 .986 .990 ,992 .995 ,996 ]

9 .595 .851 .868 ,893 .912 .929 .951 .968 .980 ,987 .990 ,992 ,994 .995
10 .574 .860 .876 .900 .917 .934 .954 .970 .981 .987 .990 .992 .994 °995
11 .556 .868 .883 .906 .922 .938 ,957 .972 ,982 .988 .990 .992 °994 .995
12 .539 .875 .889 .912 .926 .941 .959 .973 .982 .988 .990 .992 .994 .995
13 .525 .882 .895 .917 .931 .944 .962 .975 .983 .988 .991 ,993 .994 ,995
14 .512 .888 .901 .921 .934 .947 .964 ,976 .984 .989 .991 ,993 ,994 .995
15 .500 .894 .907 .925 .937 .950 .965 ,977 ,984 ,989 ,991 .993 .994 .995
16 .489 .899 .912 .928 ,940 .952 .967 .978 .985 .989 ,991 ,993 .994 .995
17 .478 .903 .916 .931 .942 .954 .968 .979 ,986 .990 .992 ,993 .994 .995
18 .469 .907 .919 ,934 .945 .956 .969 .979 .986 .990 .992 ,993 .995 .995
19 ,460 .909 .923 .937 .947 .958 .971 ,980 .987 .990 .992 .993 .995 .995
20 .452 ,912 .925 .939 .950 .960 .972 .981 ,987 .991 .992 .994 .995 .995
21 .445 .914 .928 .942 .952 .961 .973 .981 .987 ,991 .993 .994 .995 ,996
22 ,437 .918 .930 .944 .954 .962 .974 .982 ,988 .991 .993 ,994 .995 .996
23 ,431 .922 .933 .947 .955 .964 .975 .983 .988 .991 .993 .994 .995 .996
24 ,424 .926 .936 .949 .957 .965 .975 .983 .988 .992 .993 ,994 .995 .996
25 .418 .928 .937 .950 .958 ,966 .976 .984 .989 .992 .993 .994 .995 .996
26 .412 .930 .939 .952 ,959 .967 .977 ,984 .989 .992 .993 ,994 ,995 .996
27 ,407 .932 .941 .953 .960 .968 ,977 .984 .989 .992 ,994 .995 .995 .996
28 .402 ,934 ,943 ,955 .962 .969 .978 ,985 .990 .992 ,994 .995 ,995 .996
29 .397 .937 .945 .956 .962 .969 ,979 .985 .990 .992 ,994 .995 .995 .996
30 .392 .938 .947 .957 .964 .970 .979 .986 .990 .993 ,994 .995 .996 .996
31 .388 .939 .948 ,958 .965 .971 .980 ,986 .990 .993 .994 .995 .996 .996
32 .383 .939 .949 ,959 ,966 .972 .980 ,986 .990 .993 .994 .995 ,996 .996
33 ,379 .940 .950 .960 .967 ,973 .981 .987 .991 .993 .994 .995 ,996 .996
34 ,375 ,941 .951 .960 .967 .973 .981 .987 .991 ,993 .994 .995 .996 .996
35 .371 .943 ,952 .961 .968 .974 ,982 .987 .991 .993 ,995 .995 .996 .997
36 .367 .945 .953 .962 .968 ,974 .982 ,987 .991 .994 .995 ,996 .996 .997
37 .364 .947 ,955 .962 .969 .975 .982 ,988 ,991 ,994 ,995 .996 .996 .997
38 ,360 .948 .956 ,964 .970 ,975 .983 ,988 .992 .994 .995 .996 ,996 ,997
39 .357 .949 .957 .965 .971 .976 ,983 .988 .992 .994 .995 .996 ,996 .997
40 .354 .949 .958 .966 .972 .977 .983 .988 .992 ,994 .995 .996 .996 .997
41 ,351 .950 .958 .967 .972 ,977 ,984 .989 .992 .994 .995 .996 .996 .997
42 .348 .951 .959 .967 .973 .978 .984 .989 .992 .994 .995 .996 .997 .997
43 .345 .953 .959 ,967 .973 .978 .984 .989 .992 .994 .995 .996 .997 .997
44 .342 .954 .960 .968 ,973 .978 .984 .989 .992 ,994 .995 .996 .997 .997
45 .339 .955 .961 .969 .974 .978 .985 ,989 .993 .994 .995 .996 .997 ,997
46 .336 .956 .962 .969 .974 .979 .985 .990 .993 .995 .995 .996 .997 .997
47 .334 .956 .963 .970 .974 .979 .985 ,990 .993 .995 .995 ,996 .997 ,997
48 .331 .957 .963 .970 .975 .980 .985 .990 .993 ,995 °996 .996 .997 .997
49 .329 .957 .964 ,971 .975 .980 .986 .990 .993 .995 °996 .996 .997 .997
50 .326 .959 .965 ,972 ,977 .981 .986 .990 .993 .995 .996 .996 ,997 .997
55 .315 .962 .967 ,974 .978 .982 .987 .991 .994 .995 .996 .997 .997 .997
60 .305 .965 .970 .976 .980 ,983 ,988 .991 .994 .995 .996 ,997 .997 .998
65 .296 .967 .972 .977 .981 .984 .989 .992 .994 .996 ,996 0997 .997 ,998
70 .288 .969 .974 .978 .982 .985 .989 .993 ,995 .996 .997 .997 .998 .998
75 .281 .971 .975 .979 .983 .986 .990 .993 ,995 .996 .997 ,997 .998 .998
80 .274 .973 .976 .980 .984 .987 .991 .993 .995 .996 .997 .997 .998 .998
85 .268 .974 .977 ,981 .985 .987 .991 .994 .995 .997 .997 ,997 .998 .998
90 .263 .976 .978 .982 .985 .988 .991 .994 .996 ,997 .997 .998 .998 .998
95 .257 .977 .979 .983 .986 ,989 ,992 .994 .996 .997 ,997 .998 .998 .998

100 .252 .979 .981 .984 .987 .989 .992 .994 .996 .997 ,998 .998 .998 .998
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_PEND_ C. TABULATION OF TOLLERANCE FACTORS
FOR THE NORMAL DISTRIBUTION

(Eise_t"lart et a[. 1947, Table 2.1)
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Rauscher, H. Michael.
The microcomputer scientific software series 4: testing prediction accu-

racy. Gen. Tech. Rep. NC-107. St. Paul, MN: U.S. Department of
Agriculture, Forest Service, North Central Forest Experiment Sta-
tion; 1986. 19 p_

A computer program, ATEST, is described in this combination
user's guide/programmer's manual. ATEST provides users with an
efficient and convenient tool to test the accuracy of predictors. As
input ATEST requires observed-predicted data pairs. The output
reports the two components of accuracy, bias and precision.

KEY WORDS: Statistics, model validation, microcomputers, jack-
knife statistic, confidence intervals.
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